ACHIEVEMENT MOTIVATION

THE IMPORTANCE OF ACHIEVEMENT MOTIVATION

Human life can be described as a continuous work at tasks. Individuals may or may not be successful in facing these tasks. The psychology of achievement motivation is engaged to run research projects aiming at a better understanding of individual performance and the nature of human resources as well as at the development of assessment and intervention techniques to increase achievement motivation. Tasks in industrial settings and in service organizations become more and more complex and underlie dynamic changes arising from changing market demands. To keep individuals highly achievement motivated while doing their jobs, tasks have to be designed with high motivating potentials.

From a motivational perspective the action process is divided into two parts. The first part describes the development of achievement motivation as a consequence of a fit between the achievement motive and the achievement-oriented motivating potentials of the situation. Achievement motivation initiating action arises through interaction of achievement-oriented motivating potentials of the task in its situational context and the strength of the achievement motive on the side of the performing person. Personal goals controlling actions result directly from the strength of this achievement motivation (Figure 1). The second part of the motivation process responsible for the translation of motivation into action is often called the volitional phase in the control of behaviour (Heckhausen, 1989); during this phase, goal-oriented action turns into outcomes controlled by the degree of goal commitment. Goal commitment affects the way persons choose to reach their goals and the selection of strategies they pursue (Brandstätter & Renner, 1990). Examples for such strategies are to pursue a goal persistently even in case of hindrances or to adapt flexibly to changing aspects of the situation. The translation process works better when more specific and concrete goals are set, the higher the goal commitment the more effective the chosen strategies of goal pursuit (Vroom, 1964; Locke & Latham, 1990; Kleinbeck, in press).

A goal-oriented course of action immune to disturbances is especially supported by specific and concrete goals (goal characteristics; Figure 1).

Because of the many single concepts subsumed under the label of achievement motivation, it is necessary to develop as many measurement tools as possible to differentiate between the concepts. Outside current research projects, measures of achievement motivation are principally used in industrial setting, in service organizations and in educational fields. Here achievement motivation measurement is used to investigate the motivating
potentials of work tasks and work contexts to make full use of individual resources.

**INSTRUMENTS TO ASSESS ACHIEVEMENT MOTIVATION**

The theory of achievement motivation describes performance as multidimensional and as influenced by many different factors. The main personal factor is the achievement motive; the main task-specific factor is the motivating potential of the situation. For diagnostic information about mode and strength of the achievement motive there are three different sources (see Schneider & Schmalt, 2000: 50–56):

1. Self-judgement
2. Judgement by others
3. Behavioural indices

Assessing the strength of the achievement motive different strategies are used according to these sources: operant procedures (e.g. the Thematic Apperception Test – TAT) and respondent procedures (e.g. questionnaires), and the grid technique that according to Schmalt (1999) lies in its methodological background between the first two types of measurement. Due to this fact, one can differentiate implicit and explicit components of the achievement motive. Using the material of the TAT with pictorial presentations of situations it becomes possible to penetrate implicitly into the achievement motive system, because this kind of measurement allows one to approach materials of memory relevant for the motive system. Filling out questionnaires requires ego involvement, self-insight and self-reflection, and also explicit memory, because the answers to the questions can only be given with the help of conscious reflection to earlier experiences (Graf & Schacter, 1985: 501).

Schmalt & Sokolowski (2000) discuss the quality of the different techniques to measure the achievement motive and conclude that all available instruments work reliably. TAT and the grid technique have comparable and widely diversified validity ranges that are related to respondent and operant behaviour. Questionnaires used to diagnose motives seem to be specialized to predict respondent behaviour and conscious experiences (Spangler, 1992).

To measure the achievement-oriented motivating potentials of tasks, Hackman & Oldham (1965) developed and presented an instrument, the Job Diagnostic Survey (JDS), that has well proven its validity (Fried & Ferris, 1987). The JDS measures the motivating potentials of tasks in work situations and also of tasks that students are confronted with in learning situations (Schmidt & Kleinbeck, 1999). Measuring the achievement motive and the
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**Figure 1. Components of achievement motivation.**
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motivating potentials of tasks allows one to determine the strength of achievement motivation.

Rheinberg, Vollmeyer & Burns (in press) present an instrument to measure achievement motivation as a comprehensive construct. With 18 items, four components of the current state of achievement motivation are measured: (1) fear of failure; (2) probability of success; (3) interest; (4) challenge. In its German and English version, the instrument shows satisfying consistencies and according to the first validation data, the measured components of current achievement motivation correlate positively with learning behaviour and performance. Schuler & Prochaska (2001) define achievement motivation as a general behavioural orientation. The instrument they developed – the Hohenheim Test of Achievement Motivation (HTML) – allows measuring achievement motivation with 17 scales in a highly differentiated way. The results of the HTML measures correlate significantly with neuroticism and conscience in the five-factor model of personality (Costa & McCrae, 1980). Measures in HTML are positively related to success at school, university and work so that one can expect a successful application in personality research and in educational and occupational testing.

To measure goal characteristics (e.g. goal specificity and goal difficulty) that influence the achievement-oriented process of translating goals into action, Locke & Latham (1984, 1990) present a questionnaire that has been used mainly in research settings. Other questionnaires try to measure clarity of tasks and goals (Sawyer, 1992), clarity of methods (Breaugh & Colihan, 1994; Schmidt & Hollmann, 1998) and also clarity of performance judgements (Breaugh & Colihan, 1994; Kleinbeck & Fuhrmann, 2000). These components of achievement motivation measured by the mentioned questionnaires affect the motivation to translate goals into action and as a consequence performance outcome.

Recently researchers began to measure goal commitment (Hollenbeck et al., 1989). They invested considerable effort because goal setting is no homogeneous construct. As Tubbs (1993) could show there are three different components of goal commitment: the first component has to do with processes of weighing and evaluating the potential goals. During these processes, one calculates mainly values and expectancies that affect the strength of motivational tendencies for specific goals. The second component contains the result of these evaluative processes focussing on calculations of values and expectancies and leading to setting a personal goal. This component is also related to the decision to attain this

<table>
<thead>
<tr>
<th>Instruments</th>
<th>Author</th>
<th>Concepts measured</th>
<th>Method used</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAT</td>
<td>Murray, 1943; McClelland et al. 1953</td>
<td>Achievement motive and other motives</td>
<td>Content analysis of stories (operant)</td>
</tr>
<tr>
<td>OMT</td>
<td>Kuhl, 2000</td>
<td>Achievement motive</td>
<td>Content analysis of written stories (operant)</td>
</tr>
<tr>
<td>MARPS</td>
<td>Mehrabian, 1968 Schmalt &amp; Sokolowski, 1999</td>
<td>Achievement motive</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>Grid-technique</td>
<td></td>
<td>Achievement motive</td>
<td>Judgement of fit between pictures and motive-related statements</td>
</tr>
<tr>
<td>Questionnaire for current motivational states</td>
<td>Rheinberg et al., 2000</td>
<td>Current motivation for learning and performance</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>AVEM</td>
<td>Schaarschmidt &amp; Fischer, 1996</td>
<td>Current work motivation</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>HLMT</td>
<td>Schuler &amp; Prochaska, 2001 Hackman &amp; Oldham, 1965</td>
<td>Achievement motivation Motivating potential of tasks Goal specificity and others</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>JDS</td>
<td>Locke &amp; Latham, 1990</td>
<td>Goal commitment</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>Fragebogen für Zielcharakteristika</td>
<td></td>
<td>Strategies of goal pursuit</td>
<td>Questionnaire (respondent)</td>
</tr>
<tr>
<td>Goal commitment Strategies of goal pursuit</td>
<td>Hollenbeck et al., 1987 Brandtstädter &amp; Renner, 1990</td>
<td>Goal commitment Strategies of goal pursuit</td>
<td>Questionnaire (respondent)</td>
</tr>
</tbody>
</table>
particular goal. The third component of goal commitment is characterized by maintaining the set goal and by staying persistent even when faced with hindrances. Future research will show whether it will be possible to develop differentiated measurement procedures on the basis of these considerations.

With respect to goal commitment in goal-oriented action, people seem to be able to use stable dispositions. They either persist tenaciously in pursuing their goals or they adjust flexibly to new or other goals. Brandstädter & Renner (1990) described two scales to measure ‘tenacious goal pursuit’ and ‘flexible goal adjustment’. Their results show relations between these different strategies and age. Older people adapt more often flexibly instead of pursuing their goals tenaciously against hindrances. Table 1 summarizes the instruments for measuring components of achievement motivation.

FUTURE PERSPECTIVES

The current state of research can be described as presenting a set of different measurement approaches for the central components of achievement motivation. Future tasks for research and applications mainly in work and educational settings will be to determine the range of validity for the different measures more exactly. This can help to decide under what circumstances specific instruments can be used profitably. Although there are now some reliable and valid instruments to measure single components of achievement motivation, it would be helpful to have new instruments and procedures to relate them to each other.

CONCLUSIONS

A high achievement motivation in people guarantees success and wealth in human societies. To produce adequate conditions for the development of a high achievement motivation it is necessary to understand how achievement motivation is formed and how it can be translated into successful action. In accordance with the importance of this kind of motivation, a series of instruments have been designed to measure the different components of achievement motivation reliably, validly and practically. The existing instruments can be used in research and practical settings.

References


Uwe Kleinbeck

Related Entries

**Applied Fields:** Organizations, Applied Fields: Work and Industry, Personnel Selection, Leadership in Organizational Settings, Leadership Personality, Motivation

---

**Achievement Testing**

**INTRODUCTION**

Achievement testing plays a central role in education, particularly given the current context of high-stakes educational reform seen in countries like the United States. This entry provides a brief overview of achievement testing beginning with a description of its role in education. Different types of achievement tests, commonly used derived scores, recent advances such as performance assessments, and future directions are described.

**ACHIEVEMENT TESTING AND ITS ROLE**

Achievement tests are designed to measure the knowledge and skills that individuals learn in a relatively well-defined area through formal or informal educational experiences. Thus, achievement tests include tests designed by teachers for use in the classroom and standardized tests developed by school districts, states, national and international organizations, and commercial test publishers.

Achievement tests have been used for: (a) summative purposes such as measuring student achievement, assigning grades, grade promotion and evaluation of competency, comparing student achievement across states and nations, and evaluating the effectiveness of teachers, programmes, districts, and states in accountability programmes; (b) formative purposes such as identifying student strengths and weaknesses, motivating students, teachers, and administrators to seek higher levels of performance, and informing educational policy; and (c) placement and diagnostic purposes such as selecting and placing students, and diagnosing learning disabilities, giftedness, and other special needs.
The most controversial uses of achievement testing have been in high-stakes accountability programmes and minimum competency testing (MCT). Accountability practices vary and may include financial rewards for improved performance to providing remediation for students who perform poorly to sanctions such as public hearings, staff dismissals, and dissolution of districts. Two negative consequences that have been associated with high-stakes accountability include a pattern of inflated achievement results as highlighted by Cannell’s (1988) finding that all states were reporting that their students were scoring above the national norm (Lake Wobegon effect), and the narrowing of instruction or ‘teaching to the test’ so that student scores compare favourably to norms.

MCT programmes were implemented in response to concerns about high levels of illiteracy and innumeracy and subsequent poor ‘work force readiness’ among high school graduates. In addition to course completion requirements, such programmes require students to pass tests of minimal basic skills (usually in reading, writing, and arithmetic) to graduate from high school. Legal cases such Debra P. vs. Turlington raised questions about what constitutes minimum competency, whether the skills assessed are reflected in school curriculum, and whether students have been given adequate opportunity to learn the skills required.

STANDARDIZED ACHIEVEMENT TESTS

Standardized tests may be classified using the overlapping categories of purpose, breadth, administration, item format, and interpretation.

Purpose

Screening tests tend to be relatively brief with only one subtest covering each subject area. These tests are useful in determining if more expensive comprehensive testing is warranted. Screening tests include the Wechsler Individual Achievement Test (WIAT) – Screener, Wide Range Achievement Test – 3, and Basic Achievement Skills Individual Screener (BASIS). Comprehensive or diagnostic tests typically include more than one subtest per subject area so each can be explored in depth. Examples of these tests include the WIAT – Comprehensive Test, Woodcock–Johnson Complete Battery III, Gates–McKillop–Horowitz Reading Diagnostic Test, Comprehensive Tests of Basic Skills, and Terra Nova.

Breadth

Single-subject tests include a number of subtests ranging from lower to higher skill levels to assess different aspects of a subject area. Single-subject tests include the Woodcock Reading Mastery Tests – Revised and KeyMath – Revised. Multiple-subject tests assess at least the three commonly taught subject areas of reading, mathematics, and written language. Such tests include the Iowa Tests of Basic Skills, California Achievement Test, SRA Achievement Series, Stanford Achievement Test Series, and Tests of Achievement and Proficiency.

Administration

Group administered achievement tests are usually multiple-subject tests that contain comparable subtests for students in different grades. These tests usually are administered within the classroom and are used throughout school districts or states. Examples include the Iowa Tests of Basic Skills, Metropolitan Achievement Test 8, Iowa Tests of Educational Development, Gray Oral Reading Test – 3, and Sequential Tests of Educational Progress – III. Individually administered achievement tests may include single- or multiple-subject tests and typically are administered in clinical and educational settings. Such tests include the Kaufman Test of Educational Achievement, Wide Range Achievement Test – III, Gates–MacGinitie Reading Test, and Peabody Individual Achievement Test – Revised.

Item Format

Fixed-response items include multiple-choice, true–false, matching, and stem completion items. A key advantage of fixed-response items is that considerable material can be covered in a relatively short period of time. Criticisms of these items are that they emphasize recall of facts over higher order thinking and problem-solving, they are susceptible to guessing and testwiseness, and they discourage creative thinking. They also tend to be difficult
items to prepare. Nonetheless, multiple-choice items are the most common item format used in standardized achievement tests.

Constructed items include short answer and essay responses. The advantages of constructed items are that they require students to construct a response rather than simply recognize the correct answer, they assess students’ ability to organize, connect ideas, and problem-solve, they reduce the impact of guessing, and preparation of questions is relatively quick and easy. Disadvantages of constructed items are that relatively few questions can be asked and thus adequate coverage of the subject area may not occur, they are susceptible to bluffing, and scoring is time-consuming, requires considerable subjective judgement, and is less reliable than scoring of fixed-response items.

**Interpretation**

When achievement test results are interpreted with reference to a normative group, the test is referred to as a norm-referenced test (NRT). Students’ NRT scores usually are expressed in age- or grade-equivalent scores, standard scores, or percentiles. NRTs are designed to discriminate among students’ performance; they do not provide information on the amount of information learned. Most of the tests discussed already are NRTs. When test results are interpreted in terms of whether each student has mastered specific knowledge and skills without reference to other students or a normative group, the test is said to be criterion-referenced (CRT). Students’ CRT scores are usually expressed as percent correct or by descriptors such as mastery/non-mastery. Most CRTs are developed by schools or states. Examples are the Basic Skills Assessment Program, Kentucky Instructional Results Information System, and Louisiana Educational Assessment Program (LEAP 21). Some NRT tests also provide CRT interpretations such as BASIS.

**DERIVED SCORES ASSOCIATED WITH ACHIEVEMENT TESTS**

Raw scores obtained on achievement tests typically are converted to derived scores, so we can make comparisons among test scores. Commonly found derived scores include age or grade equivalent scores, standard scores, and percentile scores. Age or grade equivalent scores (‘developmental scores’) reflect average performance at different age and grade levels. These scores are often (a) misinterpreted when individual performance is compared to the wrong reference group, and (b) inappropriately used as standards of performance when teachers and parents expect all students in a particular age- or grade to achieve age- or grade-equivalent scores.

Standard scores provide an indication of a student’s relative performance on a test in terms of how far his/her score is from the mean in standard deviation units. Common types of standard scores are z-scores, T-scores, deviation IQ scores, and stanines. Standard scores are the most highly recommended derived scores.

Percentiles (percentile ranks) indicate the point in a distribution at or below which the scores of a given percentage of students fall and should not be confused with percentages or percent correct. Percentiles are the most easily interpreted derived scores. However, percentiles do not represent equal intervals across the distribution, which means that they magnify small differences near the mean and minimize large differences in the upper and lower ends of the distribution.

**RECENT ADVANCES IN ACHIEVEMENT TESTING**

**Computer Adaptive Testing**

Computer adaptive testing (CAT) attempts to match the difficulty of test items to the knowledge and skill level of the student being assessed by tailoring the test so that a pre-selected sequence of items is administered based on whether or not the response to the previous item is correct. The advantages of CAT over traditional achievement tests include reduced testing time, the need for fewer items at a given level of measurement error, minimized frustration for students who perform poorly, and more precise estimates of achievement across the entire distribution.

**Large-Scale Assessments**

Large-scale assessments are conducted by the district, state, or nation(s) to examine the educational achievement of groups. The best-known large-scale assessments today are the National Assessment of Educational Progress.
NAEP in the United States and the surveys conducted by the International Association for the Evaluation of Educational Achievement (IEA). The purpose of NAEP, which was first introduced in 1969, was ‘to improve the effectiveness of our Nation’s schools by making objective information about student performance in selected learning areas available to policymakers at the national, State and local levels’ (Public Law 100-297, Section 3401). The IEA has conducted numerous international achievement surveys since its first cross-national survey in 1959 and is best known for the longitudinal Third International Mathematics and Science Study (TIMSS) first conducted in 1995.

Performance Assessment
Increasing attention has been paid to performance assessments (also known as authentic or alternative assessments), which consist of students’ constructed responses to ‘real world’ (authentic) tasks and problems and the cognitive skills and processes involved in the construction of those responses. Examples of performance assessments include portfolios of students’ work over time, poetry, science experiments, conversations in a foreign language, and open-ended mathematics problems. The students’ work is judged using an agreed-upon set of criteria. The advantages of these assessments are that they are meant to measure processes involved in the acquisition of knowledge and skills in ways that make the link between learning and instruction clearer. Disadvantages are that fewer tasks can be included given time constraints, creating agreed-upon criteria for scoring is time-consuming, and judgement of students’ work is highly subjective, all of which make performance assessment expensive and open to bias.

Standards-Based Assessments

Standards-based approaches include content and performance standards, assessments that are aligned with these standards, and accountability measures. Content standards define what a student should know and be able to do and thus drive curriculum. Performance standards define how much a student should know and be able to do, and thus set the benchmarks or expected levels of achievement to be used for accountability. Standards-based assessments (also known as standards-referenced testing) are based on content and performance standards, involve multiple measures of student performance, and apply to all students. A critical aspect of such assessments is to produce and use ‘better tests’ such as performance assessments. Accountability measures focus on strengthening standards-based reform initiatives by rewarding teachers and schools whose students meet performance standards and sanctioning those who do not.

CONCLUSIONS AND FUTURE PERSPECTIVES
Current and future advances in achievement testing appear to be focussed on the development, improvement, and evaluation of standards-based and performance assessments. Five areas for future development include: (1) best practices for developing, and methods for evaluating, performance assessment scoring rubrics, (2) comparisons of the various types of data to be used in accountability models such as mean scores, value-added data, and residual scores adjusted for socio-economic status, (3) longitudinal research examining the impact of performance and standards-based assessments on student achievement, instructional practices, and student learning, (4) comparisons of traditional standardized testing (including multiple-choice formats) and performance assessments as measures of student achievement, and (5) exploration of computer-based, and notably Internet, delivery and scoring of performance assessments for large scale assessment.
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INTRODUCTION

In computerized adaptive testing (CAT), a computer administers the items and gathers the examinee’s responses, but its most distinctive feature is that the items finally administered depend on the examinee’s ability. The test then adapts to the examinee’s performance on the items. The idea of adaptive measurement can be traced back to Binet, but it never became a reality until the appearance of the item response theory (IRT) and the development of the computer. However, adaptive testing is also possible without IRT, as will be seen later. The first ideas on CAT appeared in the early 1970s (Lord, 1970). CAT has spent in the laboratory the greater part of the elapsed time since then, because the main concern of the researchers has been to obtain the most efficient, precise and possible strategies for item selection. They have become operational only in the last decade. Computerized adaptive tests were administered to more than a million people in 1999 (Wainer, 2000). Its main applications are to the areas of personnel selection, educational assessment, certification and licensure. Due to its practical applications, new concerns such as test security, profitability and social impact have arisen.

BASIC PRINCIPLES

The basic principles of a CAT are well established. Its aim is to apply to each examinee only the items that best serve to assess his/her level of ability. Its main advantage is that more efficient measurements are obtained. It needs fewer items (sometimes, less than half) than conventional tests to achieve the same level of precision as a full-length test. The elements that make up a CAT are: an item pool with known properties, a heuristic to choose the items, a method to evaluate ability and a criterion to end the application. Though they are all important, the efficiency of a CAT mostly depends on two closely related complementary processes: the statistical method of estimating ability and the criterion for item selection. This explains the great amount of procedures known and why they are two of the most studied aspects of CAT.

ITEM BANK

A CAT chooses items from a database (item bank) containing the available items and various information about each item, such as its stem, correct and incorrect options, item parameter estimates under an appropriate IRT model, classical item difficulty and discrimination indices, information on the specific domain the item measures, the proportion of times the item has been administered, etc. The bank has to be calibrated and its unidimensionality and acceptable fitting to an IRT model should be checked and accepted. Item banking and IRT are specific entries in this encyclopedia, and further details can be found there.

A CAT does not need a specific item format. A CAT may be developed both for dichotomous and polytomous items, and for multiple-choice or
open-ended items. Items may be visual, auditory and also multimedia items. It is also possible to consider a testlet (cluster of related items) instead of single items as the analysis unit.

An important question to pay attention to is bank size. Well-known high-stake CATs, such as CAT-ASVAB (Sands et al., 1997), have more than one thousand items, but CATs for other uses ordinarily have smaller banks (even below 150 or 200 items). The number of items also depends on the restrictions the item-selection algorithm has implemented and the IRT model in use.

An item bank should also consider the ability prospective examinees have and the intended test use. It should contain discriminative items for the entire range of ability. The information function of the item bank should match these requirements.

Banks should be updated, both in the information on each item, as this information changes after each item administration, and also in the items themselves, because as the CAT is increasingly administered, new items should be added and old ones removed. Online calibration deals with effective procedures to carry-out bank updating.

**ADAPTIVE HEURISTICS**

A CAT needs four components in order to measure an examinee: (a) a procedure to select the first item to administer; (b) a method to estimate the examinee’s ability and precision after each administered item; (c) an algorithm for selecting the remaining items; and (d) a criterion to end the test administration.

There are some alternatives available for selecting the first item. If we know the examinee’s grade on other variables, and his/her course, this information may be used to predict the examinee’s ability by linear regression. The first item is then selected to match the predicted ability. If no information on the examinee is available, the first item will then match a random ability selected from the central values of the ability distribution.

After each item is administered the examinee gives his/her response. The CAT needs to obtain the ability estimation from the observed responses to the set of administered items. The examinee’s test score will be his/her ability estimate when the test is over. The most widely used methods of estimation are based on the principle of maximum likelihood or Bayesian procedures. These methods have good properties when the number of items is high. Nevertheless, CATs are far from this ideal situation because they use very few items. This circumstance gives place to biased estimations, especially in the early stages of the test. So, a problem with CAT is to find a method that provides accurate estimations, which are unbiased and computationally efficient. Wang and Vispoel (1998) and Cheng and Liou (2000) have compared the characteristics (standard error, bias, efficiency, etc.) of the IRT estimation methods to determine when they are advisable in CAT. Since one of the problems that has been paid the most attention is the bias of the estimations, several strategies have been proposed for its control. Other questions, like the initial estimation and the effects of non-model fitting responses, have generated interest from researchers.

Once some items have been administered and an ability estimate for the examinee obtained, a new item has to be selected from the unused items remaining in the item pool. Two common principles are used to guide item selection. Under the maximum information principle, the information provided for each unused item for the last ability estimate is computed. The item with the highest information value is selected and administered. In other words, the more helpful item in order to increase precision is selected. The maximum information principle faces some difficulties when the ability estimate is biased or inaccurate, which is often the case when the test is short. If the estimate separates appreciably from the final estimation, the more informative items for these provisional estimations will be less informative for the final estimation. As a result, some items will have been of little use in the test. Cheng and Liou (2000) have proposed the use of alternative information measures in order to circumvent this difficulty. Under the maximum expected precision criterion, the item selected will minimize the expected value of the variance of the Bayesian posterior distribution of ability. Several item-selection criteria based on this principle have been proposed (van der Linden, 1998).

Both the procedures share a problem derived from choosing in each test the best items in
the pool: some items are administered in most tests (even in more than 50% of the tests), risking test security and validity, whereas others are never shown (in one particular CAT, 80% of the items were never selected). To sort-out this difficulty, control exposure methods have been implemented. These methods trade-off precision with security. When a CAT has in use an exposure control method, such as the Symposon–Hetter method (Symposon & Hetter, 1985), precision of measurement is not as high, but the exposure rate of the most useful items is held under control, and the smaller exposure rates are obtained. Experimental CATs may have implemented one of the two pure item-selection procedures indicated above, but if a CAT has to give valid measures it needs to attend to other considerations in order to select items, such as the appropriate representation of the content or subject areas, the guarantee that the composition of the test is similar for all examinees, the control of the presence of items that should not appear together in the same test, etc. Item-selection rules should then consider not only the basic principles indicated above, but also item-control exposure and other restrictions. Linear programming techniques are often used to make item selection feasible when different restrictions have to be simultaneously considered.

The administration of items ends when either the test length or ability precision reach their preset values. In the second case, all the examinees will be measured with the same precision, but the number of items administered and testing time will differ. Sometimes the stopping criterion is mixed: the test stops after presenting a preset number of items if it does not reach the targeted precision.

PSYCHOMETRIC PROPERTIES

As in a conventional test, reliability and validity studies have to be carried out in a CAT. Besides traditional reliability methods, such as test–retest, simulation may be used to obtain information on test functioning. Indices such as RSME, bias and efficiency can be easily computed. Concerning validity, the procedures in use for conventional tests are applicable to CATs. For further details on this, see Chapters 7 and 8 of Wainer et al. (2000).

OTHER RESEARCH TOPICS

New Types of CATs

Most of the CATs have been elaborated to measure intelligence, aptitudes or achievement, and they are based on IRT models for unidimensional dichotomous items. However, other alternatives have been considered in the past few years. The need to measure other constructs such as attitudes, whose items have the format of ordered categories, and the possibility of using the incorrect options of the multiple-choice items to improve the estimation of ability, started a new line of work interested in elaborating CATs based on diverse types of polytomous models. Also, the acknowledgement that more than one trait intervenes in almost all the tasks has led to the use of multidimensional CATs (Segall, 2000).

CATs in Intelligent Tutoring Systems

The use of IRT in CATs imposes a few important constraints (Almond & Mislevy, 1999): (a) IRT has a simple way of representing knowledge and skills that intervene in complex tasks (unidimensionality); (b) it establishes strong assumptions that can be violated on some occasions (conditional independence); (c) it requires large samples to estimate the item parameters; and (d) it offers a score to express the level of ability, which does not exactly indicate what the subjects know or can do (diagnosis). All these aspects reduce their use in measuring domains that require multiple knowledge, skills and abilities, as in educational and job performance assessment. There is a tendency in education to integrate measurement, assessment, diagnosis, teaching and learning. This means that it is necessary to know in detail the knowledge and skills dominated by the students, the kinds of mistakes they make, the strategies they use, etc. to be able to adapt the contents and pedagogic strategies to them. To what extent can this be achieved by available CATs? Hardly at all, unfortunately.

This orientation in performance assessment is creating the need to introduce important changes in CATs, most of them coming from the literature on intelligent tutoring systems (ITS). In computerized teaching, since the ITS appeared,
there has been a growing interest in giving it more capacity of accommodation for the candidates, including a CAT in its module of assessment. Most of these systems do not use IRT, they are based instead on other methodologies, such as the rule-space methodology (Tatsuoka & Tatsuoka, 1997), the knowledge spaces (Hockemeyer & Albert, 1999), Bayesian networks, or graphical models (Almond & Mislevy, 1999), etc.

Conditions of Application
Lastly, many practical problems emerge when CATs become operative instruments used in real life. One main concern is how to guarantee the security of the item pool against attempts at illegitimate appropriation of its contents as well as the complexity and high costs of the elaboration process, maintenance and renewal. A second topic of interest tries to make the conditions of test administration better psychologically for the candidates, such as obtaining optimum adjustment in the difficulty of the test, allowing review of the answers, and controlling the difficulty of the items to reduce anxiety.

PROSPECTS AND CONCLUSIONS
From a technical perspective, there have been significant steps made in ability estimation methods. Likewise, the item-selection heuristics have reached a level of sophistication that makes it capable of guaranteeing the elaboration of tests that meet multiple requirements. In the next generation of CATs, new models will be used. Very soon we will be able to see comparative studies that analyse these new models that are multidimensional and can handle polytomous response data. However, the CATs elaborated from these models have yet to prove that their advantages are worth the additional effort their elaboration requires. This is especially true for multidimensional models.

Many practical problems have emerged with CAT going operational (Wise & Kingsbury, 2000), especially those related to test security and costs. Wainer (2000) provided a critical discussion of the supposed advantages attributed to CATs in the 1980s, from the experience accumulated on their massive use in the 1990s. His conclusion, though not very favourable, is not discouraging. Wainer argues for more focus on areas where CATs will be useful: (a) when the construct cannot be measured easily without a computer, (b) when the test has to be continuously administered, and (c) when it is important for everyone involved to get the right measurement.

In the past few years, a growing tendency to extend the use of CATs to the Internet, using its Web service (CAT-Web) has been appreciated. This tendency basically responds to the interest of having the distance learning system also offering an individualized assessment. In this way, more ITS destined to the Internet are continuously being released, and some of them already include a CAT-Web.

Finally, two challenges that CATs will face in the future will be to offer diagnostic information of quality on multiple abilities and to substantially reduce the costs associated with the elaboration of the item pool. In the first place, CATs have to go further than the unidimensional dichotomous IRT models, and especially to solve in an efficient way the problem of multidimensionality. Moreover, according to the objectives of the test, offering quantitative scoring may not be enough. The solution could be far from the IRT. The possibilities offered by the models of measurement based on knowledge, like the Bayesian inference network or the knowledge space theory, would have to be seriously considered. In the second place, an alternative to online calibration and the automatic generation of items that could serve to reduce costs is to elaborate instruments of measurement that learn to measure. The necessary elements would be a theoretical model of the construct that is well supported, a psychometric model, a group of experts on the subject to obtain the initial parameters and an algorithm of learning. The test will modify the initial estimates of the experts from the empirical information collected, and from its execution in activities in which it could be trained through simulation. The algorithm of learning would bring the values of the parameters up to date so they would adapt to the predictions of the theoretical model and the available empirical evidence. The uses of the scoring would be conditioned to the degree of competence achieved by the test. Although it may seem far-fetched, some attempts
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Ambulatory Assessment

INTRODUCTION

Ambulatory assessment designates a new orientation in behavioural and psychophysiological assessment. This approach relates to everyday life (‘naturalistic’ observation) and claims the ecological validity of research findings. Methods of recording psychological data in everyday life have a long history in differential psychology and clinical psychology. Event recorders for the timed registration of stimuli and responses, ‘beeper’ studies in which a programmable wristwatch prompts the subject to respond to a questionnaire, self-ratings on diary cards, and electronic data loggers have all been used for this purpose. The arrival of pocket-sized (hand-held, palm-top) computers has eased the acquisition of data considerably. Computer-assisted methodologies facilitate investigations in real-life situations where relevant behaviour can be much more effectively studied than in the artificial environment of laboratory research. Such field studies are essential, for example, in research on stress-strain or in research on mechanisms that trigger off psychological and psychophysiological symptoms.

Ambulatory assessment originated from a number of previously rather independent research orientations with specific objectives. Clinical (bedside) monitoring was introduced as a means of continuously observing a patient’s vital functions, e.g. respiratory and cardiovascular
parameters under anaesthesia, during intensive care and in perinatal condition. If relevant changes occur, i.e. if certain critical values are exceeded, an alarm is set off. Biotelemetry employs transmitter-receiver systems (radio-telemetry) in order to measure physical functions in real life, e.g. cardiovascular changes during intense strain at the workplace or during athletic performance. Radio equipment basically makes two-sided communication possible, i.e. feedback, telestimulation and telecommand, in addition to telemetry. Ambulatory monitoring means continuous observation of free-moving subjects (patients) in everyday life as compared to stationary, bedside ('wired') monitoring. Ambulatory monitoring can be conducted either by biotelemetry or by a portable recording system. This methodology is appropriate for patients who exhibit significant pathological symptoms which, for a number of reasons, cannot be reliably detected in the physician's office or hospital as compared to a prolonged observation in everyday life. Such cases include ventricular arrhythmia, ischaemic episodes, sleep apnea, and epileptic seizures. Here, ambulatory monitoring furthers valid diagnoses as well as the stabilization of medication. Field research comprises observation in natural settings in contrast to the laboratory. Field research is an essential methodology in cultural anthropology, social research, and ethology. Likewise, in psychology and psychophysiology some research issues require field studies to obtain valid data (see Kerlinger & Lee, 2000; Patry, 1982). Behavioural assessment methods include, besides laboratory observation, a variety of in-vivo (in-situ) tests, simulated and quasi-naturalistic settings, such as behavioural approach/avoidance tests (BATs) which were designed to assess behaviour disorders and clinical symptoms.

Ambulatory assessment brings together those research orientations that correspond to each other in their basic ecological perspective. Ambulatory assessment involves the acquisition of psychological data and/or physiological measures in everyday life according to an explicit assessment strategy which relates data, theoretical constructs, and empirical criteria specific to the given research issue. Such field studies are not solely concerned with the ambulatory monitoring of patients, but rather include a wide spectrum of objectives and applications. Common features are: recordings in everyday life, computer-assisted methodology, attempts to minimize method-dependent reactivity, maintaining ecological validity and, therefore, outstanding practical utility for various objectives – such as monitoring and self-monitoring, screening, classification and selection, clinical diagnosis, and evaluation – in many areas of psychology and psychophysiology (de Vries, 1992; Fahrenberg & Myrtek, 1996, 2001a,b; Littler, 1980; Miles & Broughton, 1990; Pawlik & Buse, 1982, 1996; Pickering, 1991; Suls & Martin, 1993).

ACQUISITION OF PSYCHOLOGICAL DATA BY HAND-HELD PC

In psychology the hand-held PC so far has been predominantly used for recording self-reports on mood and other aspects of subjective state, including physical complaints and symptoms, that is, as an 'electronic diary' (e.g. job stress diary, pain diary). There are other kinds of data, which can be obtained in field studies: objective features of a behaviour setting, behaviour observations, behaviour and performance measures (psychometric testing), self-measurements of various kinds, for example, blood pressure data, and, possibly, ratings of environmental aspects. Potential contents of a computer-assisted protocol may further include, for example, individual comments or self-evaluation in connection with events.

Advantages and Limitations

The application of a programmable pocket PC in ambulatory assessment has many advantages:

- alarm functions for prompting the subject at predefined intervals and a built-in reminder signal;
- reliable timing of input, delay of input, and duration of input;
- flexible layout of questions and response categories;
- branching of questions and tailor-made sequential or hierarchical strategies;
- concealment of previously recorded responses from the subjects;
- convenience and ease of transfer of data to a stationary PC for statistical analysis.
A higher technical reliability and ecological validity of computer-assisted recordings can be generally assumed compared with paper-and-pencil questionnaires and diaries that lack flexibility in data acquisition and exactness when timing responses. The versatility and wide acceptance of computer-assisted data acquisition is evident, although there are limitations and obvious restrictions. All participants of such studies will need sufficient practical training in the basic features of the PC and the program, at least, to avoid malfunctions and missing data. In spite of the obvious increase in computer literacy within the general population, there are sub-populations which are less familiar with such devices or may experience problems.

Following the progress made in pocket-sized computers, software to facilitate the use of handheld PCs in field studies has been developed in many institutions, more or less geared to the needs of certain studies. More flexible software systems suited to the requirements of a variety of applications are still an exception (AMBU for in-field performance testing, cf. Buse and Pawlik, Hogrefe Verlag, Göttingen, Germany; MONITOR, a flexible software system for ambulatory assessment, Psychology Department, University of Freiburg, Germany). The OBSERVER (Behaviour Observation System, Noldus Information Technology, AG Wageningen, NL, Noldus, 1991) was introduced to ease the recording of behaviour observations in field studies in animal and human ethology.

Computer-assisted self-reports require a handheld PC with certain features: a large display, easy handling of basic controls, clock, beeper with volume control, sufficient capacity of storage, low power consumption, and a low weight. For many applications, a comparatively large alphanumeric keyboard (complete QWERTY) is also preferable in order to ease recording and, especially, to record verbal responses. The latter may involve, for example, recording reports and comments about specific events, or reporting more precisely the occurrence of physical and psychological symptoms, which in either case hardly fit pre-defined categories. For some applications it may suffice to record only ‘yes’ or ‘no’ responses or numbers. In this case, a smaller hand-held PC, e.g. the Palm® series, may be preferable, although small keys or a stylus may present a problem for some subjects or patients.

PHYSIOLOGICAL MEASUREMENT AND MONITORING

A wide selection of physiological variables have been measured in daily life, using mostly non-invasive methods. The ECG and blood pressure enjoy by far the largest number of references in the literature to ambulatory monitoring. The application is predominantly in the medical field and only to a much smaller extent in the behavioural sciences, for example, in psychophysiology or behavioural medicine. The advances in microprocessor technology and storage capacity paved the way for multi-channel recordings and – another innovative step – led to the on-line analysis of medically important changes, for example, the immediate detection of ST-depression in the ECG.

The recording of posture and motion is another basic issue in the methodology of behaviour observation and performance measurement. Piezoresistive sensors (multi-site calibrated accelerometry) allow for:

- continuous recording and automatic detection of changes in posture and movement;
- assessment of movement disorders, such as hand tremor, restless legs syndrome;
- detection of head movement, e.g. nodding during a conversation, measured by a small accelerometer placed beneath the chin;
- estimation of gross physical activity and energy expenditure.

To assist in objective behaviour analysis, a range of interesting variables could be measured continuously:

- voice signal recorded via a throat sensor (micro);
- the temporal pattern of speech;
- ambient conditions recorded via suitable sensors for light, noise, and temperature.

Some hand-held PCs allow for audio recordings up to a number of minutes, depending on storage capacity. Digital dictating systems have a capacity up to 240 minutes in long play mode. In psychological and psychophysiological research, so far, little use has been made of digital
mini-cams or web-cams for recordings of the videostream of behaviour.

**Recorder–Analyser**

Today, more than a dozen recorder–analyser systems are available from international manufactures – not to mention the even greater number of long-term ECG recorders–analysers and the long-term-BP recorders. Only a few systems have a multi-channel design, the advantage of which is that they can be applied to a variety of research questions that require different recording channels (for an overview of selected multi-purpose recorder systems, see Fahrenberg, 2001). Besides the devices suitable for ambulatory recordings and their use in 24-h or long-term monitoring, a wide range of portable (mobile) equipment designed for in-field measurement does exist.

**ISSUES IN AMBULATORY ASSESSMENT**

**Assessment strategies, designs, and data analysis**

In psychological research various designs for computer-assisted ambulatory assessment have already been employed, whereby some of these assessments lasted for many days or weeks. In psychophysiology and in medicine, the restriction to a single 24-h recording appears to be the preferred format due to the costly equipment. Ambulatory assessment requires the elaboration of specific designs and strategies, for example, the strategic use and integration of time and event sampling, and the development of appropriate statistical models for multi-level analyses and for rather short time series (for a discussion, see Fahrenberg & Myrtek, 2001a; Schwarz & Stone, 1998; Stemmler, 1996). It would be oversimplified to state methodological advantages of the laboratory experiment as obstacles in field studies and vice versa, i.e. to retain the notion of basically different research strategies instead of a wider perspective that includes laboratory and field as complementary approaches.

Laboratory–field comparisons were designed to examine the validity of findings obtained in the laboratory to predict performance in real life. In the development of psychological tests such empirical validation studies play an important role. More recently, it has been questioned whether certain diagnostic techniques and measurements in the physician’s office or in the psychophysiological laboratory, e.g. blood pressure measurement, reliably predict individual differences in real life. Laboratory–field comparisons revealed significant discrepancies. Office hypertension is a good example of how certain features of the setting and their meaning to the subject may play an important role in assessing individual differences: blood pressure readings are elevated if the measurement is made by the physician, but normal readings are obtained in everyday life.

Laboratory–field comparisons were valuable in the evaluation of methodological issues as well as practical aspects. Field studies, apparently, are more suited for prolonged observation that may extend over days and weeks. Accordingly, there is more chance for the detection of rare events and symptoms that occur at low frequencies or only in certain settings. Generally, larger response magnitudes and more realistic effect sizes may be expected in natural settings. Prolonged observation periods make the averaging/aggregation of measurements possible so that reliability and stability of measures may increase substantially. But field studies can be seriously threatened by the confounding of multiple effects which tend to produce ‘noise’ and, eventually, require relatively large subject samples in order to obtain valid estimates for main effects.

Psychophysiological monitoring. Multi-modal psychophysiological 24-h monitoring methodologies were developed in many fields, especially in research on blood pressure reactivity. This method consists of multi-channel recordings of blood pressure, heart rate, physical activity, and – concurrent to each blood pressure measurement – obtained a computer-assisted self-report on setting, behaviour, emotional state, and experience.

Controlled monitoring. Recordings obtained in everyday life will often include multiple effects. Therefore, investigators may wish to control for unwanted variance, such as blood pressure changes caused by physical activity. Concurrent recordings of physical activity provided means for a segmentation of recordings according to high or low activity. Furthermore, standardized or semi-standardized measurement periods were included which served as a reference for inter- and intra-individual
comparison. As part of the standard protocol in 24-h monitoring, the subjects performed specific tasks: climbing a staircase, performing a mental test, and participating in a short interview.

Interactive monitoring. The development of recorder equipment suitable for physiological and psychophysiological recordings and on-line (real-time) analysis led to innovative research strategies. Contingent to changes of certain physiological parameters, a patient can be prompted by a beeper signal to record specific events, activities, or symptoms. Myrtek et al. (1988) developed a new methodology for interactive monitoring of ‘additional heart rate’ indicative for emotional states.

Acceptance, Compliance, and Reactivity

From the beginning, there have been concerns raised about the acceptance of hand-held PCs, and the validity of monitoring in daily life has been questioned. Ambulatory assessment with a pocket PC or recorder depends on the favourable attitude of the participating subjects. It is essential that the equipment is readily accepted and that good compliance to instructions is established and sustained. If the ambulatory monitoring is part of a diagnostic process or a treatment programme, the patient’s compliance may be higher than in research projects. The ambulatory assessment should, of course, not cause major problems with the social environment.

The method of observation and measurement itself may cause unwanted variance because of specific interactions such as awareness, adaptation, sensitization, and coping tendencies. Three aspects of reactivity appear to be specific to ambulatory assessment. Subjects may: (1) tend to steer clear of certain settings during the recording in order to avoid being monitored there; (2) tend to unintentionally or deliberately manipulate the recording systems, shift settings of the PC and may even try to get access to the program; and (3) try to test their capacities or the equipment by unusual patterns of behaviour, exercise or vigorous movements. A comprehensive post-monitoring interview is recommended in order to obtain information on these essential aspects.

Ethical issues that are specific to ambulatory monitoring studies have hardly been discussed yet. Appropriate data protection is but one aspect, as ambulatory assessment may violate privacy more easily than other methods. Furthermore, significant others and bystanders may become involved when the observation and the evaluation of settings are demanded. Obtaining the subject’s informed consent before the recording starts is essential, but may be problematic since the exact course of daily activities and events cannot be anticipated.

Acceptance and impact of computer-assisted monitoring methodology in psychophysiology and psychology. The ambulatory monitoring of BP and ECG are now indispensable routine methods in medicine. The ever more widespread application of the new methodology can be attributed to its practical usefulness which was evident in the increased validity of diagnosis and in the external validity of therapy outcome evaluation. In contrast, computer-assisted monitoring and assessment still appear to have had little impact in psychophysiology and psychology. Standard textbooks on behavioural research methods and assessment in clinical psychology hardly refer to the new methodologies based on computer-assisted data acquisition and monitoring in the natural environment.

PERSPECTIVES

Computer-assisted ambulatory assessment is an emerging new methodology. Progress is obvious not only in instrumentation, but in assessment strategies as well. Ambulatory assessment, like any other method, has problematic aspects, in particular how to account for multiple effects in the recordings, but the benefits are evident:

- **recording** of relevant data in natural settings;
- **real-time measurement** of behavioural and physiological changes;
- **real-time assessment and feedback** by reporting physiological changes to the subject;
- **concurrent assessment** of psychological and physiological changes (detection of events, episodes);
- **correlation and contingency (symptom–context) analysis** across systemic levels as suggested in triple-response models (multimodal assessment);
- **ecological validity** of findings and suitability for direct application.
Ambulatory Assessment

Genuine research findings in relevant fields suggest further development and application of ambulatory assessment methodology. The expectation is that the hand-held PCs and the recorder-analysers for physiological measures will in future become smaller, cheaper and more refined. Such developments may include new strategies in controlled or interactive monitoring and on-line feedback, monitoring and concurrent recording of audio and video signals (intelligently pre-processed before stored), setting-dependent sampling, new strategies in self-monitoring and self-management in chronic illness.

A hand-held PC may be useful in the diagnostic assessment of a variety of behaviour disorders, for example, the assessment and self-management of drinking, smoking, and of eating disorders, and in facilitating self-management in chronic illness. Computer programs that are based on a hand-held PC can be used as a component of behavioural therapy (cf. a pilot study by Burnett et al., 1985).

There are noticeable developments which probably exert an essential influence on the computer-assisted methods in medicine and the behavioural sciences: the arrival of the wireless application protocol WAP, mobile phone short message systems SMS, the web-based mobile telecommunication (IMT-2000 and UMTS) and the new patient monitoring equipment, which appears to revolutionize the way in which patient information is transmitted and used in the healthcare system. At present, we may only speculate about the consequences of such developing information technologies for the healthcare system and, to some extent, on subsequent developments in applied fields of psychology.

CONCLUSIONS

During the last two decades, a fast development in microprocessor technology has enabled the design of new instrumentation and, accordingly, new methodologies in medicine and the behavioural sciences. Multi-channel recorders—analysers and special purpose devices for physiological measures and convenient hand-held PCs for acquisition of psychological data are available. Such systems allow innovative research and practical application in many fields and essential findings have been obtained.
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INTRODUCTION

Analogue behavioural observation (ABO) involves a situation designed by, manipulated by, or constrained by an assessor that elicits a measured behaviour of interest. Observed behaviours comprise both verbal and non-verbal emissions (e.g. motor actions, verbalized attributions, observable facial reactions).

ABO exists on a continuum of naturalism, ranging from highly contrived situations (e.g. How quickly do people walk down the hallway after being exposed to subconsciously presented words about ageing? Bargh et al., 1996) to naturalistic situations arranged in unnatural ways or settings (e.g. How do couples talk with one another when asked to discuss their top problem topic? Heyman, 2001) to naturalistic situations with some (but minimal) experimenter-dictated restrictions (e.g. family observations in the home; Reid, 1978).

WHY USE ABO?

ABO is used as a hypothesis-testing tool for three purposes: (a) to observe otherwise unobservable behaviours, (b) to isolate the determinants of behaviour, and (c) to observe dynamic qualities of social interaction. Although naturalistic observation might be preferable (i.e. generalizability inferences are minimized), the first two purposes require controlled experimentation, necessitating ABO; for the third purpose, ABO is often preferable because it allows the observer to “stack the deck” to make it more likely that the behaviours (and/or functional relations) of interest will occur when the assessor can see them.

DOMAINS

ABO comprises two main assessment domains: individual/situation interactions and social situations. The goals of individual/situation interaction experiments are to manipulate the setting and test individual differences in response. This domain comprises a wide variety of tasks in developmental psychology (e.g. strange situation experiments; Ainsworth et al., 1978), social psychology (e.g. emotion regulation experiments; Tice et al., 2001) and clinical psychology (e.g. functional analysis of self-injurious behaviour; Iwata et al., 1994; social anxiety assessment; Norton & Hope, 2001).

The social situation domain employs ABO mostly as a convenience in assessing quasi-naturalistic interaction. The goal of such assessment is typically to understand behaviour and its determinants in dynamic, reciprocally influenced systems.
(e.g. groups, families, couples). Understanding generalizable factors that promote or maintain problem behaviours in such systems typically requires more naturalistic approaches than those used in the other domain. Thus, although experimentation is often extremely useful in understanding causal relations in social situations (e.g. whether maternal attributions affect mother–child interactions; Slep & O’Leary, 1998), most such ABO investigations aim for quasi-naturalism.

CLINICAL ASSESSMENT

ABO is a useful tool in clinical assessment, although relatively few ABO paradigms have been developed specifically with this application in mind. To be clinically useful, ABO must efficiently provide reliable, valid, and non-redundant (but cost-effective) information.

An apt analogy for research-protocol based assessment vs. field-realistic assessment might be found in the treatment literature. In recent years, a distinction has evolved between efficacy studies (i.e. those studying interventions under tightly controlled, idealized circumstances, such as a trial of treatment for major depressive disorder that eliminates all potential participants with co-morbid disorders) and effectiveness studies (i.e. those studying interventions under real-world conditions). Because we do not have an adequate research body of effectiveness studies, clinicians in the field, urged to use empirically validated treatments, are expected to adapt such protocols to meet real-world demands. Similarly, clinicians should be urged to use empirically validated ABO when it would be appropriate, but should be expected to adapt ABO protocols in a cost-effective but still clinically-informative manner.

ABO Protocols

Space limitations preclude a summary of the wide variety of ABO protocols. We note, however, literatures on parent–child interaction (e.g. Roberts, 2001), couple interaction (e.g. Heyman, 2001), social anxiety and social interaction skills (Norton & Hope, 2001), fear (e.g. McGlynn & Rose, 1998), self-injurious behaviour in those with developmental disabilities (e.g. Iwata et al., 1994), the effect of alcohol consumption on family interaction (e.g. Leonard & Roberts, 1998), cooperation and competition (e.g. the prisoner’s dilemma paradigm; Sheldon, 1999), and aggression (e.g. Bandura, 1986).

Psychometric Considerations

Each ABO paradigm and its accompanying coding systems must be separately considered for reliability, validity, and utility. Like all psychological assessments, ABO psychometrics depend on the goals of assessment, the assessment settings, the methods of assessment, the characteristics of the measured variable, and the inferences that are to be drawn from the obtained measures’ (Haynes & O’Brien, 2000: 201).

The psychometrics of ABO paradigms and coding systems has received little direct attention (see a special issue of Psychological Assessment, March 2001, for a notable exception). The validity of the ABO paradigms is implied by the results of studies using that paradigm. As such, ABO paradigms and their coding systems often have excellent validity and reported inter-rater agreement.

Coding

Although we have described ABO as a hypothesis testing tool, in reality it is a hypothesis testing setting; coding the observed behaviours turns ABO into a true tool. Creation or use of a coding system is a theoretical act, and the following questions should be answered before proceeding: Why are you observing? What do you hope to learn? How will it impact your hypotheses (i.e. either research questions or case-conceptualization questions)? This is especially true because coding of many ABO target behaviours is difficult to do in a reliable, valid, and cost-effective manner. Interested readers should consult several excellent resources for more complete coverage (e.g. Bakeman & Gottman, 1997; Haynes & O’Brien, 2000).

Sampling

The major sampling strategies are event sampling (the occurrence of behaviour is coded, ideally in sequential fashion), duration sampling (the length of each behaviour is recorded), interval sampling (the ABO period is divided into time blocks; during each time block, the occurrence of each
code is noted), and time sampling (intermittent observations are made, typically in a duration or interval sampling manner). Advantages and disadvantages of each are discussed in Bakeman and Gottman (1997) and Haynes and O’Brien (2000).

Choosing What to Code

Some behaviours are so concrete that the observer serves more as a recorder than a coder (e.g. duration of a discrete behaviour). Other behaviours require at least some degree of inference. Such coding necessitates the use of culturally sensitive raters, using specified decision rules, to infer that a combination of situational, linguistic, paralinguistic, or contextual cues amounts to a codeable behaviour. Concrete codes are not necessarily better than social informant-inferred codes; sometimes one allows for a more valid measurement of a construct, sometimes the other does. In accord with Occam’s razor, coding should be as simple as possible to reliably capture the behavioural constructs of interest.

Global (i.e. molar) coding systems make summary ratings for each code over the entire ABO (or across large time intervals). Codes tend to be few, representing behavioural classes (e.g. negativity). Microbehavioural (i.e. molecular) systems code behaviour as it unfolds over time, and tend to have many fine-grained behavioural codes (e.g. eye contact, criticize, whine).

Topographical coding systems measure the occurrence of a behaviour (including, potentially, its duration). Dimensional coding systems measure the intensity of the behaviour. Microbehavioural systems tend to be topographical; although global systems tend to be use-rating scales, they may summarize frequency rather than intensity. Dimensional coding of intensity, especially on a point-by-point basis, has been used sparingly in ABO.

Analyses

ABO frequently uses single subject multiple baseline designs. Data are plotted and visually inspected for trends.

Statistical analysis of ABO data uses standard statistical tools. Between-groups hypotheses about behavioural frequencies are tested with ANOVA, continuous association hypotheses are tested with correlations or regressions.

When functional relations are of interest, testing how interactions unfold across time becomes important. Functional relation hypotheses can be addressed with conditional probabilities or with sequential analysis, which is similar to conditional probability analysis but which allows for significance testing. Dimensional data assessed continuously would use time-series analysis instead of sequential analysis.

CONCLUSIONS

ABO can be a good theory-testing tool because (depending on exactly how it is employed) it minimizes inferences needed to assess behaviour, it can facilitate formal or informal functional analysis, provide the assessor with experimental control of situational factors, facilitate the observation of otherwise unobservable behaviours, and provide an additional mode of assessment in a multimodal strategy (e.g. questionnaires, interviews, observation). Finally, because the assessor can set up a situation that increases the probability that behaviours of interest will occur during the observation period, ABO can be high in clinical utility and research efficiency.

Like any tool, however, ABO’s usefulness depends on its match to the resources and needs of the person considering using it. ABO can be a time, labour, and money-intensive assessment strategy. The use of research-tested protocols/coding is often impractical in clinical settings; adaptations of empirically supported ABO methodology in clinical settings may render them unreliable and of dubious validity. The conditional nature of validity may make it difficult to generalize ABOs to the broad variety of real-world settings. Finally, the less naturalistic the ABO situation, the more nagging the concerns about external validity.
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INTRODUCTION

Over the last 25 years, interest in measuring the experience, expression, and control of anger has been stimulated by evidence that anger, hostility and aggression were associated with hypertension and cardiovascular disease (Williams, Barefoot, & Shekelle, 1985; Dembroski, MacDougall, Williams, & Haney, 1984). While definitions of anger-related constructs are often inconsistent and ambiguous, the experience and expression of anger are typically encompassed in definitions of hostility and aggression. Clearly, anger is the most fundamental of these overlapping constructs.

On the basis of a careful review of the research literature on anger, hostility and aggression, the following definitions of these constructs were proposed by Spielberger et al. (1983: 16):

Anger usually refers to an emotional state that consists of feelings that vary in intensity, from mild irritation or annoyance to intense fury and rage. Although hostility involves angry feelings, this concept has the connotation of a complex set of attitudes that motivate aggressive behaviours directed toward destroying objects or injuring other people. The concept of aggression generally implies destructive or punitive behaviour directed towards other persons or objects.
The physiological and behavioural manifestations of anger, hostility and aggression have been investigated in numerous studies, but until recently; angry feelings have been largely ignored in psychological research. Consequently, psychometric measures of anger, hostility and aggression generally do not distinguish between feeling angry, and the expression of anger and hostility in aggressive behaviour. Most measures of anger-related constructs also fail to take the state–trait distinction into account, and confound the experience and expression of anger with situational determinants of angry behaviour. A coherent theoretical framework that recognizes the difference between anger, hostility and aggression as psychological constructs, and that distinguishes between anger as an emotional state and individual differences in the experience, expression and control of anger as personality traits, is essential for guiding the construction and cross-cultural adaptation of anger measures.

ASSESSMENT OF ANGER: MEASURING STATE–TRAIT AND THE EXPRESSION AND CONTROL OF ANGER

The State–Trait Anger Expression Inventory (STAXI) was developed to measure the experience, expression and control of anger (Spielberger et al., 1985; Spielberger, Krasner, & Solomon, 1988). The State–Trait Anger Scale (STAS) was constructed to assess the intensity of anger as an emotional state, and individual differences in anger proneness as a personality trait (Spielberger et al., 1983). State anger was defined as ‘...an emotional state marked by subjective feelings that vary in intensity from mild annoyance or irritation to intense fury or rage, which is generally accompanied by muscular tension and arousal of the autonomic nervous system’. Trait Anger refers to individual differences in the disposition to experience angry feelings. The STAS Trait-Anger Scale evaluates how frequently State anger is experienced.

Recognition of the importance of distinguishing between the experience and expression of anger stimulated the development of the Anger Expression (AX) Scale (Spielberger et al., 1985). The AX Scale assesses how often anger is suppressed (anger-in) or expressed in aggressive behaviour (anger-out). The instructions for responding to the AX Scale differ markedly from the traditional trait-anger instructions. Rather than directing subjects to respond according to how they generally feel, they are instructed to report on how often they react or behave in a particular manner when they feel “angry or furious” (e.g. ‘I say nasty things’; ‘I boil inside, but don’t show it’) by rating themselves on the same 4-point frequency scale that is used with the Trait-Anger Scale.

The identification of anger control as an independent factor stimulated the construction of a scale to assess the control of angry feelings (Spielberger et al., 1988). The content of three of the 20 original AX Scale items (e.g. control my temper, keep my cool, calm down faster), which were included to assess intermediate levels of anger-expression as a unidimensional bipolar scale, guided the generation of additional anger control items (Spielberger et al., 1985).

The last stage in the construction of the STAXI was stimulated by the research of psycholinguists, who identified English metaphors for anger, which called attention to the need to distinguish between two different mechanisms for controlling anger expression (Lakoff, 1987). The prototype of the anger metaphor was described as a hot liquid in a container, where blood was the hot liquid and the body was the container. The intensity of anger as an emotional state is considered analogous to the variations in the temperature of the hot liquid. The metaphor, boiling inside, has the connotation of an intense level of suppressed anger; blowing off steam connotes the outward expression of angry feelings; keeping the lid on implies controlling intense anger by preventing the outward expression of aggressive behaviour. Thus, Lakoff’s (1987) anger metaphors suggested two quite different mechanisms for controlling anger: keeping angry feelings bottled up to prevent their expression, and reducing the intensity of suppressed anger by cooling down.

In the original STAXI scale, the content of all but one of the eight Control items was related to controlling anger-out (e.g. ‘I control my temper’). Therefore, a number of new items were constructed to assess the control of anger-in by reducing the intensity of suppressed anger (Sydeman, 1995). The content of these items described efforts to calm down, cool off or relax when a person feels angry or furious. Factor analyses of the responses of large samples of male and female adults to the anger-control items identified two anger control factors for both sexes: Anger Control-In and Control-Out.
OTHER MEANS OF MEASURING ANGER

(a) **Novaco Anger Inventory** (Novaco, 1975, 1977): this inventory is made up of 80 anger-provoking situations. Its reliability coefficient is rather high at 0.96, within a sample of 353 students (Biaggio, 1980). This inventory has shown remarkable differences between psychiatric patients with anger problems and normal population (Novaco, 1977).

(b) **Multidimensional Anger Inventory – MAI** (Siegel, 1985): it is made up of 38 items, with a five-point ‘Likert’ scale. It measures anger-in with ruminations, anger-out with ruminations, anger-incited situations and hostile attitudes. It also provides a comprehensive index of anger in all its manifestations.

(c) **Harburg Anger In/Anger Out Scale** (Harburg Erfurt, Chape, Hauenstein, Schull & Schork, 1973): this scale consists of a series of hypothetical interpersonal situations which may generate anger. It is a two-dimensional scale: it measures anger-in and anger-out, whereas at the same time it also provides a means of measuring resentment and reasoning.

(d) **Anger Self-Report Scale – ASR** (Zelin, Alder & Myerson, 1972): it consists of 74 items with a six-point ‘Likert’ scale. It measures anger awareness and anger expression. The anger expression scale makes a distinction between different sub-scales or levels of expression. This test has shown an average reliability coefficient in samples of psychiatric patients and students.

(e) **Anger Control Inventory**: this test consists of 134 items combining ten anger-provoking situations and six scales of anger response which describe cognitive, physiological and behavioural characteristics. Its reliability coefficient varies from 0.55 to 0.89 (Hoshmand & Austin, 1987).

(f) **Framingham Anger Scale**: these are self-report scales developed during the Framingham Proyect (Haynes, Levine, Scotch, Feinleib & Kannel, 1978). These scales are used to measure anger symptoms, anger-in and anger-out, and anger expression.

(g) **Subjective Anger Scale – SAS** (Knight, Ross, Collins & Parmenter, 1985): it measures the patient’s proneness to experience anger by means of nine different situations and four scales of anger response.

(h) **The Anger Situation Scale and the Anger Symptom Scale** (Deffenbacher, Demm & Brander, 1986). They describe in detail the two worst, ongoing angering situations, and also, the two most salient physical signs of anger.

ASSESSMENT OF HOSTILITY

1 **Cook-Medley Ho Scale** (Cook and Medley, 1954). The Ho scale is a part of the MMPI. This scale which has been widely used to measure hostility, in research on Health Psychology. However, its development has been shaped through research on rapport between teachers and students. Barefoot, Dodge, Peterson, Haney & Williams (1989) identified two subsets of items, which represent cognitive, affective and behavioural manifestations of hostility. Another subset of items reflects the tendency to elicit hostile intent from other people’s behaviour. The remaining subset of items identifies social avoidance. Its test–retest reliability has been of 0.84 in a four-year interval (Shekelle, Gale, Ostfeld & Paul, 1983).

2 **The Buss–Durkee Hostility Inventory – BDHI** (Buss & Durkee, 1957): This scale consists of 75 items, with a true–false response scheme. It is one of the most comprehensive instruments to measure hostility. It is made up of seven sub-scales: Assault, Indirect Hostility, Irritability, Negativity, Resentment, Suspicion and Verbal Hostility. The factorial analysis of these scales reveals two well-defined factors. One of them reflects hostility expression and the other experiential aspects of hostility. Its test–retest reliability, given a two-week interval, is 0.82 for the total hostility measurement (Biaggio, Supplee & Curtis, 1981).

3 **Factor L**: It is a sub-scale of a more general personality inventory Cattell’s 16 P.F. (Cattell, Eber & Tatsuoka, 1970). It is
described as a measure of suspiciousness versus trust.

CROSS-CULTURAL ASSESSMENT OF ANGER, HOSTILITY AND AGGRESSION: THE SPANISH MULTICULTURAL STATE-TRAIT ANGER EXPRESSION INVENTORY

Spanish is spoken not only in Spain, but also in more than 20 countries in Central and South America and the Caribbean, and by more than 25 million native speakers of Spanish who reside in the United States. Although Spanish is the primary language in most of Latin America and for many Hispanic residents in the U.S., the indigenous cultures of these people often have profound effects on the Spanish they speak, and on the development of personality characteristics that influence their behaviour. Therefore, it is important to recognize the exceptionally complex social and cultural diversity of Hispanic populations, and the fact that language differences between these groups may outweigh the similarities. Consequently, in adapting English measures of emotion and personality for use in Spanish-speaking cultures, care must be taken to ensure that the key words and idiomatic expressions used for assessing anger-related concepts have essentially the same meaning in different Hispanic cultural groups.

The STAXI-2 (Spielberger, 1999) was adapted to measure the experience, expression and control of anger in culturally diverse populations in Latin America, and in Spanish-speaking sub-cultures in the United States (Moscoso & Spielberger, 1999a). Toward achieving this goal, the Spanish Multicultural State-Trait Anger Expression Inventory (STAXI-SMC) was designed to measure essentially the same dimensions of anger that are assessed with the revised STAXI-2. Scales and subscales were constructed to assess the following dimensions with the STAXI-SMC: (a) State Anger, with sub-scales for assessing Feeling Angry and Feel Like Expressing Anger; (b) Trait Anger, with sub-scales for measuring Angry Temperament and Angry Reaction; and (c) trait scales for measuring four dimensions of anger expression and control: anger-in, anger-out, and the control of anger-in and anger-out (Moscoso & Spielberger, 1999b).

Factor analyses of responses to the 56 preliminary STAXI-SMC items confirmed the hypothesized structural properties of the inventory. The eight factors that were identified corresponded quite well with similar factors in the STAXI-2. These included two S-Anger factors, two T-Anger factors, and four anger expression and control factors (Moscoso & Spielberger, 1999a). In separate factor analyses of the S-Anger items, two distinctive factors were identified for both males and females: “Feeling Angry” and “Feel Like Expressing Anger”. However, gender differences in the strength of the item loadings on these factors raised interesting questions with regard to how Latin American men and women may differ in the experience of anger. For females, the “Feeling Angry” factor accounted for 73% of the total variance, while this factor accounted for only 19% of the variance for males. In contrast, the “Feel Like Expressing Anger” factor accounted for 70% of the total variance of the males, but only 13% for females.

The factor analyses of the T-Anger STAXI-SMC items also identified separate Angry Temperament and Angry Reaction factors, providing strong evidence that the factor structure for this scale was similar to that of the STAXI-2. Factor analyses of the STAXI-SMC anger expression and control items identified the same four factors as in the STAXI-2. The items designed to assess anger-in and anger-out, and the control of anger-in and anger-out, had high loadings on the corresponding anger expression and control factors, which were similar for both sexes. The alpha coefficients for the STAXI-SMC State and Trait Anger scales and sub-scales, and the anger expression and anger control scales, were reasonably high, indicating that the internal consistency of these scales was satisfactory.

In summary, the results of the factor analyses of responses of the Latin American subjects to the STAXI-SMC items of the Latin American subjects identified eight factors that were quite similar to those found for the STAXI-2. Factor analyses of the anger expression and control items also identified the same four factors that are found in the STAXI-2. Thus, the multi-dimensional factor structure of the STAXI-SMC for the Latin American respondents was remarkably similar to the factor structure of the English STAXI-2. The adaptation of the STAXI-2 test carried out in
Spain, using Spanish mainland natives (Miguel-Tobal, Cano-Vindel, Casado and Spielberger, 2001) is made up of 49 items with a similar factorial structure and the same sub-scales.

FUTURE PERSPECTIVES AND CONCLUSIONS

Over the last quarter century, interest in measuring the experience, expression and control of anger has been stimulated by evidence that anger, hostility and aggression were associated with health problems and life-threatening disease. While definitions of anger-related constructs are often inconsistent and ambiguous, the experience and expression of anger are typically encompassed in definitions of hostility and aggression. Clearly, anger is the most fundamental of these overlapping constructs.

A sound theoretical framework that recognizes the difference between anger, hostility and aggression, and that distinguishes between anger as an emotional state and hostility in the experience, expression and control of anger as personality traits, is essential for guiding the construction of anger measures and cross-cultural adaptation.

In the cross-cultural adaptation of anger measures, it is essential to have equivalent conceptual definitions in the source and target languages that distinguish between the experience of anger as an emotional state, and hostility in the expression and control of anger as personality traits. The construction and development of the Spanish Multicultural State-Trait Anger Expression Inventory was guided by definitions of state and trait anger and anger-expression and anger-control as these constructs were conceptualized in the STAXI-2.

Factor analyses of the items constructed for the STAXI-SMC identified eight factors that were quite similar to the factor structure of the STAXI-2. Research on the STAXI-2 and the STAXI-SMC clearly indicates that anger and hostility as psychological constructs can be meaningfully defined as emotional states that vary in intensity, and as complex personality traits with major components that can be measured empirically.

The importance anger and hostility have within the fields of Psychology, and particularly of Health, asks for precise means of assessment and measurement. Nowadays, there are some remarkable self-report tests available, which provide evidence of cross-cultural validity. However, in order to develop more accurate means of anger assessment, it is advisable to use and develop lesser known techniques of behavioural observation, such as self-monitoring (e.g. Meichenbaum & Deffenbaker, 1988) and interviewing. Also, research in the fields of physiological measurement and cognitive variables of anger (appraisals, attributions etc.) needs to be given a further boost. Measurement issues are a fundamental part of the research and the study of the hostility and the anger.

Table 1. Summary table of anger assessment scales

<table>
<thead>
<tr>
<th>Scales</th>
<th>Assessment of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anger</td>
</tr>
<tr>
<td>STAXI</td>
<td>Yes</td>
</tr>
<tr>
<td>Novaco Anger Inventory</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-dimensional Anger Inventory</td>
<td>Yes</td>
</tr>
<tr>
<td>Harburg Anger-in/Anger-out</td>
<td>Yes</td>
</tr>
<tr>
<td>Anger Self-Report Scale</td>
<td>Yes</td>
</tr>
<tr>
<td>Anger Control Inventory</td>
<td>Yes</td>
</tr>
<tr>
<td>Framingham Anger Scale</td>
<td>Yes</td>
</tr>
<tr>
<td>Subjective Anger Scale</td>
<td>Yes</td>
</tr>
<tr>
<td>Anger Situation Scale</td>
<td>Yes</td>
</tr>
<tr>
<td>Anger Symptom Scale</td>
<td>Yes</td>
</tr>
<tr>
<td>Cook–Medley Ho</td>
<td></td>
</tr>
<tr>
<td>Buss–Durkee Hostility Inventory</td>
<td></td>
</tr>
<tr>
<td>Factor L</td>
<td></td>
</tr>
</tbody>
</table>
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Type A: A Proposed Psychosocial Risk Factor for Cardio-Vascular Diseases, Dangerous/ Violence Potential Behaviour
INTRODUCTION

Using a broad definition, Antisocial Disorders may be defined as pervasive, maladaptive behaviours that violate the norms and rules of a group or society, causing social impairment or distress to others. Currently, the classification and assessment of antisocial disorders may follow: (a) the medical model or (b) the dimensional model:

- The medical model uses a categorical approach in which the presence of a variety of diagnostic criteria, such as persistent violations of social norms (including lying, stealing, truancy, inconsistent work behaviour and traffic arrests) is evaluated by experts (clinicians). This model relies on diagnostic criteria as outlined in the DSM-IV (Diagnostic and Statistic Manual of Mental Disorders, 1994) and ICD (International Classification of Diseases, 1993).
- The dimensional model evaluates antisocial disorders along a continuum of development, from normal to pathological, focusing on behavioural and trait dimensions, and identifying clusters of highly interrelated behaviours and traits.

There is agreement among researchers about the development of antisocial behaviour: it begins early in life (infancy) with aggressive and oppositional behaviours (e.g. conduct problems), gradually advances toward more significant expressions of antisocial acts (e.g. vandalism, stealing, truancy, lying, substance abuse) during adolescence, and lastly, progresses to extreme forms of delinquency in adult life. The most recent longitudinal and retrospective studies (Patterson, Reid & Dishion, 1992) suggest that the ‘early starters’ (childhood and preadolescence) are at greater risk for adult involvement in delinquent acts and are more likely to move toward more serious offences that lead to a ‘criminal career’ compared to the ‘later starters’ (adolescence).

A variety of methods are used for assessing antisocial disorders, these include: self-report instruments, others’ ratings, clinical interviews (structured and semi-structured), and direct behavioural observation (see Table 1).

CHILD AND ADOLESCENT ASSESSMENT

In order to establish the severity of antisocial behaviours during childhood and adolescence, it is important: (a) to determine the age of onset; (b) to evaluate the frequency of aggressive acts; (c) to establish the variety of antisocial behaviours; and (d) to observe them in multiple settings (family, peers, school and community). As a necessary complement to this assessment, it is also important to evaluate other aspects of the individual’s functioning in order to rule out the co-occurrence of other psychological disturbances.

For children and adolescents, the terms conduct disorders and conduct problems (aggressive and oppositional behaviours) may be used interchangeably. It is important to note that conduct disorders have different prevalence rates for boys and girls: 6 to 16% for boys, and 2 to 9% for girls.

In recent years, more complete assessment procedures have been developed to cover a full range of childhood and adolescent behaviours directly and indirectly linked to antisocial behaviours in different contexts. The advantages of these assessment procedures are: (a) to have a complete picture of child and adolescent functioning for the purpose of differential diagnosis and (b) to collect data to provide empirical and theoretical support of the instruments used.

Instruments For Child and Adolescent Assessment

Here we present only a few of the numerous instruments that can be used for measuring
Table 1. Assessment of antisocial disorder

<table>
<thead>
<tr>
<th>Target</th>
<th>Informant</th>
<th>Model</th>
<th>Scale</th>
<th>Clinical Interviews</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self</td>
<td>Dimensional</td>
<td>Self</td>
<td>Youth Self-Report (Achenbach &amp; Edelbrock, 1991c)</td>
<td>Direct Observation Form (Achenbach, 1986)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Behaviour Assessment System of Children - Self-report of Personality Scale (Reynolds &amp; Kamphaus, 1992)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children/Adolescents</td>
<td>Others</td>
<td>Dimensional</td>
<td>Revised Behavior Problem Checklist (Quay &amp; Peterson, 1983)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Child Behavior Checklist (Achenbach, 1991a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Teacher Report Form (Achenbach, 1991b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Behavior Assessment System of Scale (Reynolds &amp; Kamphaus, 1992)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children/Adolescents</td>
<td>Self</td>
<td>Categorical</td>
<td>Devereux Scales of Mental Disorders (Naglieri, Lebuffe &amp; Pfeiffer, 1984)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Eysenck Personality Questionnaire (Eysenck &amp; Eysenck, 1993)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minnesota Multiphasic Personality Inventory – II (Butcher et al., 1989)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Target</th>
<th>Informant</th>
<th>Model</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adults</td>
<td>Self</td>
<td>Dimensional</td>
<td>- Millon Clinical Multiaxial Inventory II (Millon, 1994)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Assessment of DSM-IV Personality Disorder Questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Antisocial Personality Questionnaire (Blackburn &amp; Fawcett, 1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorical</td>
<td>- International Personality Disorder Examination (Loranger, Sartorius &amp; Janca, 1996).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Structured Clinical Interview for DSM-IV (First et al., 1997)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Structured Interview For DSM-IV Personality Disorder (Pfhol, Blum &amp; Zimmerman, 1995)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Hare Psychopathy Checklist – Revised (Hare, 1991)</td>
</tr>
</tbody>
</table>
antisocial behaviour. We included those that provide a comprehensive assessment of different psycho-social domains and those that are in some way representative of the field of antisocial behaviour, both at the level of research and intervention.

Revised Behaviour Problem Checklist (RBPC)

The RBPC (Quay & Peterson, 1983) represents one of the first attempts to empirically classify childhood and adolescent disorders. The Revised Behaviour Problem Checklist covers the ages 5 to 17 years, and is available in two versions, one for teachers and one for mothers. It represents a revision of the original Behaviour Problems Checklist and now comprises six scales: Conduct Disorder, Socialized Aggression, Attention Problems-Immaturity, Anxiety-Withdrawal, Psychotic Behaviour, Motor Tension Excess. It allows one to distinguish between “socialized” and “under-socialized” conduct disorders. Socialized makes reference to antisocial behaviour within deviant peer group, unsocialized refers to impulsivity and irritability.

Child Behaviour Checklist (CBCL)

The CBCL (Achenbach, 1991a) (parent form), together with Youth Self-report (YSR; Achenbach, 1991c), Teacher Report Form (TRF; Achenbach, 1991b) and Direct Observation Form (DOF; Achenbach, 1986), is one of the most comprehensive evaluation systems for childhood and adolescent psychopathology. It was developed by Achenbach in order to derive syndromes empirically and to allow for comparisons among different informants and cultures. The four forms share item content and can be used together to establish cross-contexts consistency.

They cover an age range of 4 to 18 years. The CBCL includes problem behaviour and social competence scales. Problem behaviour scales are: Aggressive behaviours, Delinquency, Anxiety/Depression, Somatic Complaints, Attention problems, Thought Problems and Social Withdrawal) and a social competence scale. In addition, there is a Sexual Problem Behaviour scale for children between 4 and 11 years old. It is also possible to derive two broader dimensions: Internalizing and Externalizing.

Devereux Scales of Mental Disorders (DSMD)

The DSMD (Naglieri, Lebuffe & Pfeiffer, 1994) is designed to measure the risk for emotional and behavioural disorders in children between 5 and 18 years (5–12 years; 13–18 years). It relies on the DSM-IV, and has both teacher and parent forms. It includes scales to assess Problem behaviours, Delinquency, Attention, Depression and Anxiety, Autism and Acute Problems. It provides three different composites: Internalizing, Externalizing and Critical Pathology.

Diagnostic Interview Schedule for Children – Child Interview (DISC-C)

The DISC-C (Costello, Edelbrock, Kalas, Kessler & Klaric, 1982) is a structured diagnostic interview that covers a broad range of DSM-IV diagnoses in children. Child, parent and teacher forms are available. Areas covered
include: Behaviour/Conduct Disorder, Attention Deficit Disorder, Affective/Neurotic Anxiety, Fears and Phobias, Obsessive-Compulsive Disorder, Schizoid/Psychotic Disorders, Affective (depression) Disorders.

**Family Interaction Coding System (FICS)**

The FICS (Reid, 1978) is an assessment instrument used to register interactions between family members. This coding system enables researchers and family therapists to monitor clinical cases, systematically assess the outcome of family intervention programs, and builds a database for studying aggressive antisocial behaviours exhibited by children. It is composed of 29 categories, but the Total Aversive Behaviour score (such as physical negative, tease, noncompliance, destructiveness etc.) is mostly used (Reid, 1978).

**Observation of Peer Interactions**

This instrument (Dodge, 1983) is used to register interactions among peers between the ages of 5 to 8 years. It has five categories: solitary active, interactive play, verbalizations, physical contacts with peers, and interactions with adult leaders within the group. This system is associated with dimensions of social status (rejection, popularity), and therefore may be useful to obtain a more complete assessment of peer interactions.

**ADULT ASSESSMENT**

Albeit with some differences, antisocial disorders may correspond with the Antisocial Personality Disorder (APD) classification of DSM-IV and the Dissocial Personality Disorder classification of ICD-10. APD is characterized by criminal and antisocial behaviour, and also by deceitfulness, lack of remorse, disregard for the safety of others (DSM-IV, 1994), low tolerance for frustration and a low threshold for discharge of aggression (ICD-10, 1993). The emphasis is placed on a failure to conform to social norms, and on impulsivity and irresponsibility. Although it was excluded from recent classifications of mental disorders, the assessment of Psychopathy in adults with antisocial disorders may be informative for differential diagnosis and treatment purposes. Psychopathy corresponds partially to the criteria of APD, but also includes emotional/interpersonal characteristics such as glibness, superficiality, egocentricity, grandiosity, lack of empathy, manipulativeness, and shallow emotions. When assessing antisocial disorders, it is also important to evaluate the co-occurrence of substance abuse, anxiety disorders and depression.

**Instruments For Adult Assessment**

As for children and adolescents, numerous instruments have been developed for the assessment of adult antisocial disorders. We have selected to present instruments that combine personality assessment (dimensional model) with classic diagnostic assessment (medical or categorical model), including interviews, checklists and questionnaires aimed at identifying the criteria for Antisocial Personality Disorders as presented in the DSM-V and the ICD-10.

**Eysenck Personality Questionnaire (EPQ-R)**

The EPQ-R (Eysenck & Eysenck, 1993) is designed to measure the three traits of Eysenck’s personality model: Extraversion (E), Neuroticism (N) and Psychoticism (P). This model links types, traits and behaviour into a hierarchical system. The P trait is the primary trait implicated in the development of antisocial behaviour, with elevations on E and N being secondary. In serious antisocial behaviour, the P trait has a primary role. When E is combined with high P, poor impulse control and a weakened association between behaviour and its consequences will exacerbate the P trait predisposition. Elevated E is more frequent among juvenile delinquents, and elevated N appears in adult criminals. The Eysenck Personality Inventory is also available in a form for adolescents.

**Minnesota Multiphasic Personality Inventory – II (MMPI-II)**

The MMPI-II (Butcher et al., 1989) is the most frequently used clinical test. It is the revised version of the MMPI. It was originally intended
for use with an adult population. The MMPI-II has 10 clinical scales, 3 validity scales and 15 content scales. The clinical scales are Hypochondriasis, Depression, Hysteria, Psychopathic Deviate, Masculinity–Femininity, Paranoia, Psychasthenia, Schizophrenia, Hypomania, and Social Introversion. The clinical scales do not discriminate clinical groups from normal groups, as the labels might suggest. Subjects who score high on specific scales, show particular behaviours and tendencies. For example, subjects scoring high on the Psychopathic Deviate Scale show disregard for social custom, shallow emotions, and an inability to learn from experience. Content scales include internalizing symptoms (somatic disorder, strange beliefs and dysfunctional ways of thinking), aggressive tendencies (dysfunctional control of behaviour, cynicism), low self-esteem, family problems, work interference and negative treatment indicators. The content scales offer behavioural descriptions that are easier to interpret than the clinical scales.

The interpretation of subject profiles must be done by experienced clinicians. Recently, an adolescent version has been developed.

**Antisocial Personality Questionnaire (APQ)**

The APQ (Blackburn & Fawcett, 1999) is a recently developed, short, multi-trait, self-report inventory aimed at measuring intrapersonal and interpersonal aspects of emotional dysfunction, impulse control, deviant beliefs about the self and others, and interpersonal problem behaviours related to antisocial behaviours. It was derived from another instrument previously developed for mentally disordered offenders. It comprises the following measures: Self-Control, Self-Esteem, Avoidance, Paranoid Suspicion, Resentment, Aggression, Deviance and Extraversion. It is possible to derive two second-order scales: Hostile-Impulsivity and Social Withdrawal. These two scales reflect orientations towards others and the self, respectively.

**Hare Psychopathy Checklist – Revised (PCL-R)**

PCL-R (Hare, 1991) is a single construct rating scale that uses a semi-structured interview, case-history information and specific diagnostic criteria to provide a reliable and valid estimate of the degree to which an offender or forensic psychiatric patient matches the traditional (prototypical) conception of a psychopath. The PCL-R evaluates emotional and interpersonal characteristics of psychopathy and social deviance.

**Millon Clinical Multiaxial Inventory II (MCMI-II)**

The MCMI-II (Millon, 1994) is composed of 24 self-administered scales, and is designed to measure 14 personality styles, grouped into (a) Clinical Personality Patterns (schizoid, avoidant (depressive), dependent, histrionic, narcissistic, antisocial (sadistic), compulsive and negativistic (masochistic)) and (b) Severe Personality Pathology (schizotypal, borderline and paranoid). The instrument was developed to match the DSM-IV personality disorder classifications. It also comprises 10 scales measuring other clinical syndromes (such as anxiety, depression, drug-dependence and thought disorders). This instrument also has an adolescent version.

**International Personality Disorder Examination (IPDE)**

The IPDE (Loranger, Sartorius Janca, 1996) is a semi-structured interview designed for the assessment of both DSM-IV and ICD-10 Personality Disorders (PD). The IPDE also combines the categorical and dimensional models. Questions are arranged in sections (e.g. background information, work, self, interpersonal relationships).

**Other Clinical Interview for DSM-IV**

The most frequently used clinical interviews for the diagnosis of Antisocial Personality Disorder are:

- Structured Clinical Interview for DSM-IV IV(Scid II; First et al., 1997)

  The SCID II is a semi-structured diagnostic interview organized by disorder which includes all DSM-IV personality disorders. A computerized administration and scoring program is available.
Structured Interview for DSM-IV (SIDP-IV) Personality Disorder (Pfohl, Blum & Zimmerman, 1995)

The SIDP-IV consists of 160 questions grouped under 16 thematic sections, such as relationships, emotions and reactions to stressful situations. Questions are asked regarding behaviours in the last 5 years.

FUTURE PERSPECTIVES AND CONCLUSIONS

The assessment and diagnosis of antisocial disorders should be done by experienced mental health professionals. The assessment process should include multiple methods and informants, and use standardized instruments or structured diagnostic interviews, including complete information related to the ecology of the individual (family and social context) and individual functioning.

Based on the most relevant clinical research in the area of antisociality, we may conclude that in the future the assessment must focus more on both dysfunction and skills and try to integrate the two models, dimensional and categorical, in order to better direct the diagnostic process (screening, identification and placement for intervention).
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**APPLIED FIELDS: CLINICAL, DANGEROUS/VIOLENCE POTENTIAL BEHAVIOUR**
INTRODUCTION

The first assessment of individual differences is reported in the Bible in the Book of Judges, Chapter 7 on Gideon. God asked Gideon, who was battling the Midianites, to thin out his troops by rejecting individuals who were both fearful and afraid of battle. However, too many men were left, so God instructed Gideon to lead his men down to the water and used the following selection procedure. Out of 10,000 persons, 300 lapped with water from their hands, with their tongues. They were selected. The ones who knelt to drink were not.

The present chapter will focus on the assessment of anxiety as an individual differences variable; the dimensional conceptualization of anxiety. Dimensionality arises from a personality psychology tradition, in which traits and behaviours are measured psychometrically. Traits are viewed as existing on a continuum, with low levels of a trait (e.g. anxiety) at one end and high levels of the trait at the opposite end of the same continuum. In contrast to the dimensional approach is the typological or categorical conceptualization of anxiety, consistent with the medical model (Endler & Kocovski, in press).

Another entry in this encyclopaedia covers the assessment of anxiety disorders.

Definition of Anxiety

Anxiety has been conceptualized as a stimulus, as a trait, as a motive, and as a drive and has been defined ‘as an emotional state, with the subjectively experienced quality of fear as a closely related emotion’ (Lewis, 1970: 77). Lewis notes that the emotion is unpleasant, future-oriented, disproportional to the threat and includes both subjective and manifest bodily disturbances. There are physiological, cognitive, and behavioural components to anxiety. These give rise to the various methods of the assessment of anxiety. It is important to first distinguish between state anxiety and trait anxiety.

State vs. Trait Anxiety

State anxiety is the momentary experience of anxiety. Trait anxiety is a predisposition or proneness to be anxious. The distinction between state and trait anxiety was first suggested by Cicero (Before the Common Era). Spielberger (1983) suggested that conceptual clarity could be achieved in the anxiety literature by distinguishing between state and trait anxiety. There are various methods to assess state anxiety. The assessment of trait anxiety has been conducted primarily through the use of self-report measures.

Multidimensionality of State and Trait Anxiety

Trait anxiety and state anxiety are both multidimensional constructs (Endler, 1997; Endler, Edwards, & Vitelli, 1991). There are at least six facets of trait anxiety; social evaluation, physical danger, ambiguous, self-disclosure, separation and daily routines; and two facets of state anxiety; cognitive-worry and autonomic emotional (Endler & Flett, 2001). These facets of state and trait anxiety are presented in Table 1.

Interaction Model of Anxiety

The distinction between state and trait anxiety has achieved wide recognition in the interaction

<table>
<thead>
<tr>
<th>Table 1. Anxiety assessment techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
</tr>
<tr>
<td>State anxiety</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Trait anxiety</td>
</tr>
</tbody>
</table>
model of anxiety, a subset of the interaction model of personality (Endler, 1997). According to the interaction model, increases in state anxiety will result only when a situational stressor is congruent with the facet of trait anxiety under investigation. Over 80% of the tests of the multidimensional interaction model of anxiety have yielded support for the model (Endler, 1997).

Assessment Techniques

The use of questionnaire measures has been the primary assessment technique for trait anxiety. There are multiple techniques that can be used for the assessment of state anxiety. The assessment techniques are shown in Table 1 and include self-report, behavioural, cognitive, and physiological measures. The most comprehensive method of assessing state anxiety is through a combination of the available techniques as there are individual differences in the experience of anxiety.

SELF-REPORT MEASURES

The majority of research in the area of personality is based on self-report measures, despite the fact that personality theory also refers to observable behaviours. Self-report questionnaires have the following advantages: they are easy to administer, results are easy to analyse, results can be compared to normative data, and results can be subjected to factor analytic techniques (as well as other advanced statistical techniques).

Commonly used self-report measures are presented in Table 2. One of the first self-report anxiety measures is the Taylor Manifest Anxiety Scale (Taylor, 1953). Since then, numerous other scales have been developed. One commonly used self-report measure of anxiety is the State-Trait Anxiety Inventory (STAI; Spielberger, 1983). The STAI assesses both state and trait anxiety as unidimensional constructs. The state and the trait scales consist of 20 items each. These scales have been shown to have high internal consistency (approximately 0.90 for both the state and trait scales) and test-retest validity for the trait scale (Spielberger, 1983).

The Endler Multidimensional Anxiety Scales (EMAS) assess both state anxiety and trait anxiety as multidimensional constructs and assess the perception of the situation (Endler, Edwards, & Vitelli, 1991). Cognitive-worry and autonomic-emotional are the two components of state anxiety assessed by the EMAS-State Anxiety Scales (EMAS-SAS) assess both state anxiety and trait anxiety as multidimensional constructs and assess the perception of the situation (Endler, Edwards, & Vitelli, 1991). Cognitive-worry and autonomic-emotional are the two components of state anxiety assessed by the EMAS-State Anxiety Scales (EMAS-SAS) and the perception of the situation (Endler, Edwards, & Vitelli, 1991). Cognitive-worry and autonomic-emotional are the two components of state anxiety assessed by the EMAS-State Anxiety Scales (EMAS-SAS).
measure (20 items in total). The EMAS-Trait measures assess a predisposition to experience anxiety in the following four situational domains (15 items each): social evaluation, physical danger, ambiguous, and daily routines. Recent research has resulted in the addition of the following two situational domains: self-disclosure (to family or to friends) and separation anxiety (Endler & Flett, 2001). The alpha reliabilities of these measures have been found to be highly acceptable (ranging from 0.89 to 0.95; Endler et al., 1991). Numerous studies have been conducted which have found support for the validity of the EMAS-State, Trait, and Perception scales (Endler et al., 1991; see Endler, 1997 for a review).

Another self-report instrument commonly used to assess anxiety is the Beck Anxiety Inventory (BAI; Beck, Epstein, Brown & Steer, 1988). The BAI consists of 21 items representing two factors: somatic symptoms and subjective anxiety symptoms. It has been shown to have a high internal consistency (alpha = 0.92). A weakness is that the BAI does not distinguish between state and trait anxiety. Respondents are asked to report the degree to which they have been bothered by the symptoms assessed over the past week. The BAI is primarily used in clinical settings. Finally, the Anxiety Sensitivity Index consists of 16 items and assesses the fear of experiencing anxiety (Reiss, Peterson, Gursky & McNally, 1986).

**BEHAVIOURAL MEASURES**

Another anxiety assessment technique is the measurement of various behaviours. The presence and frequency of certain behaviours are rated by others (e.g. clinicians, experimenters). A review of ratings by others for the purposes of clinical evaluation is beyond the scope of the present chapter. The behaviours used to represent an indication of the level of anxiety an individual is experiencing depend upon the situational domain. For example, behavioural measures of social anxiety include measurement of the maintenance of eye contact, the number of conversations initiated or amount spoken during a social encounter, hand tremors, and fidgeting (Leary, 1986). Not all of these behavioural measures are relevant for other situational domains.

Types of interaction used in behavioural observation can be classified as either artificial (i.e. a role-play situation) or naturalistic (i.e. *in vivo* observation; Glass & Aronkoff, 1989). Behaviours are often recorded in role-play situations due to the impracticality of rating people in naturalistic environments. Even within the naturalistic category, waiting-room type interactions are often used (especially for the assessment of social anxiety). Behavioural observation techniques are less subjective on the part of the examinee than the use of self-report measures. However, the presence of the examiner in an evaluative role may affect the level of anxiety, and additionally, the examiner is responsible for determining whether the examinee's actual behaviour constitutes the behaviour being assessed. Furthermore, in an interaction type behavioural observation assessment, the behaviour of the partner (or confederate) may represent a confound. The partner may respond differently to different participants depending on variables such as the social skill level of the participant (Glass & Aronkoff, 1989). Despite these criticisms, behavioural assessment techniques for performance situations have been shown to be highly reliable.

**COGNITIVE MEASURES**

Anxiety also has a cognitive component. Cognitive measures examine the thoughts an individual has. This can be done through thought-listing procedures (Cacioppo & Petty, 1981) or via a questionnaire approach. Thought-listing techniques ask participants to record thoughts in paper and pencil format while they are in an anxious situation (Cacioppo & Petty, 1981). Participants are asked not to concern themselves with spelling or grammar and not to edit the thoughts as they arise. The list of thoughts is then analysed according to such indices as content or frequency. Variations of this technique include: (i) having participants state their thoughts aloud rather than recording them and (ii) having participants watch a video of their performance and state their thoughts during the viewing.

**PHYSIOLOGICAL MEASURES**

Anxiety has a physiological component, which is largely determined by the septo-hippocampal
system (behavioural inhibition system; Gray, 1996), thus allowing for the assessment of anxiety through physiological means. Among the physiological measures are the measurement of heart rate, electrodermal activity, and respiration. Additionally, blushing, assessed with a photoplethysmograph, has been used to assess social anxiety. The different physiological measures do not, however, correlate well with one another or with self-report measures (Leary, 1986).

**Heart Rate**

Heart rate is the most commonly used physiological measure of anxiety. It is assessed either via electrodes (which can be attached to the patient’s skin to the right and left of the sternum) or via sensors. The unit of measurement typically used is the number of beats per minute. This can be determined by (i) counting the number of beats per minute or, alternatively, (ii) using equipment to determine the length of the interval between heart beats and then calculating beats per minute based on that figure. These two approaches typically yield different results; however, both are used in the assessment of heart rate as an indicator of state anxiety. Heart rate has been found to be strongly correlated with self-report state anxiety in a competitive sports situation and moderately correlated with self-report state anxiety (and one item in particular which assesses heart rate) in a performance anxiety situation (Kantor, Endler, Heslegrave & Kocovski, 2000).

**Finger Pulse Volume**

Finger pulse volume is a measure of digital vasoconstriction (Bloom & Trautt, 1977). The use of finger pulse volume to assess anxiety is based on the premise that one of the responses of the sympathetic nervous system is decreased blood flow to peripheral areas of the body. Finger pulse volume has been shown to be a valid physiological measure in social-evaluation situations.

**Electrodermal Activity**

Another physiological measure of anxiety is sweat gland activity. The eccrine sweat glands are innervated by the sympathetic nervous system and are located throughout the surface of the body. The primary concentration of eccrine sweat glands is in the palms of the hands and the soles of the feet. Changes in the degree of sweat gland activity can be a result of state anxiety, however, there are other variables that also play a role. For example, room temperature affects the activity of the eccrine glands, as do person variables (e.g. gender). There are, therefore, numerous variables that can affect the internal validity of a study that uses sweat gland activity as an indication of anxiety as the dependent variable. These need to be considered both in research studies and in the assessment of an individual.

Clements and Turpin (1996) assessed the sweat gland activity of participants while giving a presentation and while being a member of the audience. Sweat gland activity was found to increase prior to and during the presentation and decrease upon completion of the presentation. Levels of state anxiety were also found to be elevated during the presentation. There was, however, no relationship found between the physiological measure (sweat gland activity) and each of state and trait anxiety.

**Respiration**

Respiration rate can also be used as a tool in the assessment of anxiety. To measure respiration rate, a stretchable device attached to an equipment capable of measuring strain, is placed around the chest and the abdomen. Respiration rate has been shown to be positively related to self-reported anxiety.

Correlations among the various physiological measures of anxiety are generally found to be low. There are many factors that can account for this difference, including individual differences in the experience of anxiety and temporal factors. For example, Bloom and Trautt (1977) found that initially, participants were more anxious according to the finger pulse volume measure. However, according to heart rate, participants were more anxious later on. This provides support for the view that any measure of anxiety should be used along with other measures of anxiety. Various psychological, behavioural, and physiological processes are
SUMMARY, CONCLUSIONS, AND DIRECTIONS FOR FUTURE RESEARCH

1. Most of the research has used self-report measures. Additional research can further investigate the reliability and validity of the various techniques in the assessment of anxiety.

2. Considerably more research has been conducted on the assessment of anxiety in the social evaluation situational domain (e.g., presentation situations, interaction situations) compared to other areas. This is especially the case with respect to the use of behavioural observation, cognitive measures, and physiological measures.

3. Future research can focus on the use of these techniques for the assessment of anxiety in situations other than social evaluation situations (i.e., physical danger situations, self-disclosure situations, separation situations, and ambiguous situations).

4. There are various techniques to assess state anxiety, the momentary experience of anxiety. Included among these are self-report instruments, behavioural observation methods, cognitive assessment techniques and physiological measures.

5. Trait anxiety, the predisposition to be anxious in different situations, is assessed through self-report instruments.

6. The reliability and validity of some techniques have been demonstrated to be higher than for other techniques.

7. There are individual differences in the qualitative experience of anxiety. It is therefore important to use diverse sets of assessment techniques that tap at the various facets of anxiety.

8. Self-report measures may be the most convenient method of anxiety assessment in terms of the time required for administration, the cost of administration, and data analyses. However, other factors (i.e., the validity of the assessment) are also important to consider.
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INTRODUCTION

The Multidimensional Nature of Anxiety

Anxiety is one of the most common and universal emotions. This emotional reaction to the perception of threatening or dangerous stimuli occurs throughout an individual's lifetime. In fact, anxiety elicited by stimuli or situations such as animals, physical danger and separation is an early biological acquisition, whose function is to protect the child from potential dangers. In this sense, anxiety is undoubtedly of value in relation to the preservation of the human being.

The conceptualization of anxiety has varied considerably over recent decades. On the one hand, critics of the unidimensional view of anxiety have proposed a new multidimensional approach. From this perspective, anxiety is a combination of responses, including cognitive, physiological and behavioural (motor) reactions. These responses are provoked by identifiable cognitive-subjective, physiological or environmental stimuli. In spite of the lack of an accurate explanation of the contents of each system, and there being some discrepancies among authors on what might be understood by the responses of the cognitive system or, to a lesser extent, those of the physiological system (Cone & Hawkins, 1977; Fernández-Ballesteros, 1983), this classification of the different anxiety responses in three systems is widely accepted and used.

In addition, since the seminal works of Cattell or Spielberger in the 1960s, the differentiation between state and trait anxiety has become a classic one. State anxiety is conceptualized as a transitory emotional reaction to the individual's perception of a threatening or dangerous situation, while trait anxiety is defined as a relative stable tendency to interpret situations as threatening or dangerous, and to react to them with anxiety. Recent works by Endler and his co-workers propose a multidimensional nature for trait anxiety, highlighting the existence of different facets (social evaluation, physical danger, etc.) closely related to specific situational areas.

With the aim of integrating the above-mentioned aspects, anxiety must be considered as an emotional response, or pattern of responses, that includes unpleasant cognitive aspects, physiological aspects characterized by high arousal of the Autonomic Nervous System, and inaccurate and less adaptive motor or behavioural reactions. The anxiety response may be provoked both by situational external and internal stimuli such as thoughts, ideas, images, etc., perceived by the individual as threatening or dangerous. Such anxiety-eliciting stimuli (external or internal) will be mainly determined by the subject's characteristics; thus, there are remarkable individual differences in relation to the tendency to manifest anxiety reactions in different situations (Miguel-Tobal, 1990).

ANXIETY AS DISORDER

Up to now, we have considered anxiety as a normal emotional response of an individual to different situations or circumstances. However, when its frequency, intensity and duration are excessive, producing serious limitations in different facets of individuals' lives and reducing their ability to adapt to the environment, we must talk about pathological anxiety.
Anxiety is closely related to anxiety disorders, depression, disorders traditionally labelled as neurotic, many psychotic disorders, and a wide variety of psychophysiological problems such as cardiovascular disorders, peptic ulcers, headaches, premenstrual syndrome, asthma, skin disorders, and so on. It is also involved in sexual disorders, addictive behaviour and eating disorders; more recently, there are findings that relate anxiety to weakness of the immune system. Due to the wide variety of problems in which this emotion plays an important role, anxiety must be considered a central aspect of psychopathology and health psychology. In fact, thousands of persons with anxiety problems seek attention in hospitals, health centres, etc., and this results in an important economic cost to public health services.

Anxiety Disorders

Anxiety disorders constitute the most common psychopathology, followed by affective disorders and drugs and alcohol consumption. The life-prevalence rate accounts for 19.5% of females and 8% of males (Robins, Helzer & Weissman, 1984).

The classifications of anxiety disorders have varied over recent years. The most widely used are the ICD-10 (World Health Organization, 1992), the DSM-IV (American Psychiatric Association, 1994) and the DSM-IV-TR (American Psychiatric Association, 2000). The DSM-IV and DSM-IV-TR will be used as reference sources, and are shown in Table 1.

Anxiety Disorders Assessment

Changes in the theoretical frameworks of anxiety research that occurred in the late 1960s have not been accurately reflected in assessment procedures which are instruments, especially for self-report measures, the most widely used. This has impeded the consolidation of a systematic research line focused on different aspects of anxiety in several anxiety disorders.

The works of Lacey (1967) and Lang (1968) proposed the multidimensional nature of anxiety responses and the existence of three relatively independent response systems (cognitive, physiological, and motor responses), while the interactive model (Endler, 1973) stressed the multidimensionality of trait anxiety (Endler & Magnusson, 1974, 1976). Finally, the discovery of individual differences in relation to the tendency to experience anxiety in some situations, but not in others, led to theoretical advances that have not yet been sufficiently applied in research on anxiety disorders.

With the aim of including all of these theoretical advances in an assessment instrument, we developed the Inventory of Situations and Responses of Anxiety (ISRA, Miguel-Tobal & Cano Vindel, 1986, 1988 & 1994). The ISRA is a self-report instrument for a multidimensional and interactive assessment of anxiety that permits the evaluation of the three response systems (cognitive, physiological and motor responses), trait anxiety, and four situational areas or specific traits (test anxiety, interpersonal anxiety, phobic anxiety and daily life anxiety).

Several studies have explored differential anxiety characteristics, in both anxiety disorders and psychophysiological disorders, through the ISRA. Such studies indicate that there are characteristic profiles in different pathologies that can be relevant in both the research and clinical practice contexts (see Miguel-Tobal & Cano Vindel, 1995).

INSTRUMENTS AND PROCEDURES

A large number of procedures and instruments have been used for the assessment of anxiety,
including self-reports, physiological procedures and behavioural methods. More information on this issue can be found in Endler and Kocovski’s entry ‘Anxiety Assessment’ in this same volume. Here we shall focus especially on the instruments developed for the assessment of different anxiety disorders. It should be noted that procedures for the assessment of general anxiety are also commonly used in clinical practice.

**Broad Screening**

Several structured interviews have been used in order to determine the onset of an anxiety disorder or to make a more accurate diagnosis. Two good examples are the Anxiety Disorder Interview Schedule – Revised (Di Nardo et al., 1985), and the Structured Clinical Interview for DSM-IV Axis I disorders (Spitzer, Gibbon & Williams, 1996).

With regard to specific disorders, some widely used instruments and procedures are:

**Panic Disorder Assessment**

The most widely used self-report instrument for the assessment of panic attacks is the Panic Attack Questionnaire (PAQ, Norton, 1988).

**Agoraphobia Assessment**

In the assessment of agoraphobia, both self-reports and behavioural measures have been used. Among self-reports, the Agoraphobic Cognitions Questionnaire (ACQ), along with its companion measure, the Body Sensations Questionnaire (BSQ), were devised to assess ‘fear of fear’ (Chambless, Caputo, Bright & Gallagher, 1984). Among behavioural measures, there are two kinds of devices: one type that measures avoidance behaviours, an example of which is the Individualized Behavioural Avoidance Test (IBAT, Agras, Leitenberg & Barlow, 1968), and another type for measuring the time and distance walked away from a ‘safe’ place as a cue for the intensity of agoraphobic reactions (see Emmelkamp, 1982). It should be noted that assessment instruments designed for phobia, social phobia, and panic attacks are also used in the evaluation of agoraphobia.

**Specific Phobia Assessment**

The most frequently used instruments are self-reports, such as the Fear Survey Schedule I (Lang & Lazovik, 1963) and Fear Survey Schedule III (Wolpe & Lang, 1964), for measuring the type and intensity of irrational fears and fear-eliciting stimuli. Also used are behavioural avoidance measures, such as the Behavioural Avoidance Test (Lang & Lazovik, 1963) and the Behavioural Avoidance Slide Test (Burchardt & Levis, 1977). It should be noted that some of these instruments are also used for the assessment of social phobia and agoraphobia.

**Social Phobia Assessment**

The Social Avoidance and Distress Scale (SADS), the Fear of Negative Evaluation Scale (FNE, Watson & Friend, 1969), the Suinn Test Anxiety Behaviour Scale (STABS, Suinn, 1969) and the Social Reaction Inventory Revised (SRI-R, Curran, Corriveau, Monti & Hagerman, 1980) are used for assessing social skills, while the Social Phobia and Anxiety Inventory (SPAI, Turner, Beidel, Dancu & Stanley, 1989) is also employed. Among behavioural measures, the Social Interaction Test (SIT, Trower, Bryant & Argyle, 1978) is designed for measuring social skills in a test anxiety-provoking situation by means of role-play procedures.

**Obsessive-Compulsive Disorder Assessment**

The most important self-report measures used are the Leyton Obsessional Inventory (LOI, Cooper, 1970), the Compulsive Activity Checklist (CAC, Philpott, 1975) and the Maudsley Obsessional-Compulsive Inventory (MOCI, Hodgson & Rachman, 1977).

**Post-Traumatic Stress Disorder Assessment**

There are several methods for the assessment of PTSD disorder, including clinical interviews, self-report instruments and psychophysiological measures. For the purpose of this entry we consider general-oriented instruments rather than special populations-oriented ones (combat
survivors, rape victims, etc.), except for psychophysiological measures. Two good examples of clinical interviews are the Clinical-Administered PTSD Scale (CAPS-1, Blake, Weathers, Nagy, Kaloupek, Klauminzer, Charney & Keane, 1990), and the PTSD Symptom Scale Interview (PSS-1, Foa, Riggs, Dancu & Rothbaum, 1993). Two other good examples of self-report instruments are the Revised Impact of Events Scale (RIES, Horowitz, Wilner & Alvarez, 1979), and the PTSD Diagnostic Scale (PDS, Foa, 1995). Finally, data from laboratory studies provide evidence that psychophysiological measurement is a valuable tool in the assessment of PTSD. Studies with combat populations reveal that cardiovascular measures (heart rate and blood pressure) have generally shown good specificity and sensitivity in PTSD classification (see Lating & Everly, 1995; Miguel-Tobal, González Ordi & López Ortega, 2000).

### Generalized Anxiety Disorder (GAD) Assessment

Given the lack of specificity of GAD general anxiety assessment instruments, including the State-Trait Anxiety Inventory (STAI, Spielberger, Gorsuch & Lushene, 1970), the Beck Anxiety Inventory (BAI, Beck, Epstein, Brown, & Steer, 1988), the Anxiety Sensitivity Index (ASI, Reiss, Peterson, Gursky & McNally, 1986), the Endler Multidimensional Anxiety Scales (EMAS, Endler, Edwards & Vitelli, 1991) and, in Spain, the Inventory of Situations and Responses of Anxiety (ISRA, Miguel-Tobal & Cano Vindel, 1986, 1988, 1994) have been used for its evaluation.

As can be seen, there are very few references to physiological measures in this review since, though commonly used in clinical research, they have not generally shown enough specificity to discriminate between different anxiety disorders, except, as mentioned earlier, in the case of PTSD.

Finally, we should stress the appropriateness of using multiple instruments that allow the assessment of general anxiety on the one hand and the evaluation of a specific disorder or disorders on the other. Clinical practice reveals that it is hard to find a pure disorder, since, as Wittchen (1987) points out, the comorbidity rate for anxiety disorders is 68%; in other words, two out of every three patients also present another anxiety disorder.

### SUMMARY, CONCLUDING REMARKS, AND DIRECTIONS FOR FUTURE RESEARCH

Anxiety disorder assessment has mainly been carried out using self-reports, and to a lesser extent behavioural measures. Physiological measures do not provide sufficient specificity to delimit or evaluate specific disorders; however, there is a promising line of research in relation to PTSD.

In addition to this lack of specificity with regard to anxiety disorders, due to the overlapping of their symptoms, it is also important to consider the problem of their high comorbidity (68% for anxiety disorders and 50% for depression). Taking these aspects into account, it is necessary to carry out a wide-spectrum assessment that includes general anxiety measures, specific disorder measures and measures of depression.

Theoretical advances in the study of anxiety and research on measurement procedures have fostered the multisystem-multimethod assessment, but such advances have been weakly reflected in anxiety disorder assessment research, and have had even less impact on clinical practice. This is one of the challenges for the future, which it is to hoped will see the development of new multidimensional instruments through the integration of data derived from self-reports, physiological records and behavioural measures.
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INTRODUCTION

Applied behaviour analysis is a science in which procedures derived from the principles of behaviour are systematically applied to improve socially meaningful behaviour that could be rigorously defined and objectively detected and measured (Cooper et al., 1987). As pointed out by Moore (1999), behaviour analysis has developed three components, as well as a philosophy of science: (1) the experimental analysis of behaviour, the basic science of behaviour, (2) applied behaviour analysis, the systematic application of behavioural technology, and (3) the conceptual analysis of behaviour, the philosophical analysis of the subject matter of behaviour analysis. The philosophy of science that guides behaviour analysis is called radical behaviourism. Even though, the link between the experimental and applied component of behaviour analysis is not as united as it should be, bridges are being built between basic and applied work, such as the work being conducted in the areas of establishing fluency and building momentum (Mace, 1996). The impact of bridge studies has been especially pronounced in functional analysis methodologies on aberrant behaviour (Wacker, 2000). This article will focus on important aspects of functional assessment.

CHARACTERISTICS AND AREAS OF INTEREST

Baer, Wolf, and Risley (1968) list seven defining characteristics of applied behaviour analysis: behaviour or stimuli studied are selected because of their significance to society rather than their importance to theory (applied). The behaviour chosen must be the behaviour in need of improvement and it must be measurable (behavioural). It requires a demonstration of the events that can be responsible for the occurrence or non-occurrence of that behaviour (analytic). The interventions must be completely identified and described (technological). The procedure for behaviour change is described in terms of the relevant principles from which they are derived (conceptual systems). The behavioural techniques must produce significant effects for practical value (effective). The behavioural change must be stable over time, appear consistently across situations, or spread to untrained responses (generality).

The writings of B. F. Skinner have inspired behaviour analysts to develop basic concepts of reciprocal behaviour–environment interactions. Over fifty years of research and application have shown the usefulness of these basic concepts in understanding many forms of behaviour, as well as in guiding effective...
behaviour-change strategies. The knowledge of stimulus control (when the presentation of a stimulus changes some measures of behaviour) and reinforcement (the process by which the frequency of an operant (class of responses) is increased) has been useful in the analysis and treatment of human behaviour problems, as well as creating novel behaviour since the inception of applied behaviour analysis. Applied behaviour analysis has played a prominent role in the treatment of individuals with autism and/or developmental disabilities. Though, the areas of interest have been expanding, e.g. school settings, treatment of habit disorders, paediatrics, troubled adolescent runaways, brain-injury rehabilitation, behavioural psychotherapy, organizational management, performance analysis, consultation, sport psychology, college teaching, and behavioural medicine (e.g. Austin and Carr, 2000).

ASSESSMENT

The role of assessment in applied behaviour analysis has been described as the process of identifying a problem and identifying how to alter it for the better. Furthermore, it involves selecting and defining the behaviour (target behaviour) to be changed. Two questions have been essential in behavioural assessment: “(a) What types of assessment methodologies provide reliable and valid data about behavioural function, and how can they be adapted for use in a particular situation? and (b) How might the results of such assessments improve the design and selection of treatment procedures?” (Neef & Iwata, 1994: 211). As we shall examine further, behaviour is assumed to be a function of current environmental conditions – antecedent and consequent stimuli, and it is predicted to be stable as long as the specific environmental conditions remain stable. On the contrary, traditional approaches or non-behavioural therapies assume that the behaviour is a function of enduring, underlying mental states or personal variables. One premise is that the client’s verbal behaviour (what people talk about, what they do and why they do it) is considered important because it is believed to be reflective of a person’s inner state and the mental processes that govern a person’s behaviour (Cooper et al., 1987). This is quite different from a behaviour analytic view where a distinction is made between what people say they do and what they do (Skinner, 1953), and the focus is on behaviour for its own sake.

Function versus Structure

Behaviour could be classified either structurally or functionally. When we talk about a structural approach, behaviour is classified or analysed in terms of its form. For example within developmental psychology, the structural approach is a prominent approach in which researchers investigate what children do at specific stages of development, e.g. the behaviour is studied to draw inferences about cognitive abilities and so-called hypothetical structures, as object permanence or Piagetian schemes. In behaviour analysis, the topography or structure of a response is determined by the contingencies of this behaviour. Instead of inferring such cognitive abilities, the researchers consider the history of reinforcement to be responsible for the child’s capability (Pierce & Epling, 1999). Structural approaches to assessment are exemplified by diagnostic, personality and psychodynamic approaches to human behaviour, while functional explanations focus on the relationships between what happens to the organism (i.e. stimuli) and the behaviour of the organism (responses) (Sturmey, 1996). The controversy between functional and structural approach is quite similar to debate in biology on the separation of physiology and anatomy, and also to Skinner’s treatment of verbal behaviour (function; without regard to modality (vocal, gestures etc.), the field of verbal behaviour is concerned with the behaviour of individuals and the functional units of their verbal behaviour function) versus language (structure; the consistencies of vocabulary and grammar) (Catania, 1998).

Functional Assessment

Early in the development of behaviour analysis, Skinner (1938) argued that behaviour did not take place in a vacuum and a response must have a function. Empirical demonstrations of “cause–effect relationships” between environment and behaviour have been rendered possible by functional analysis (Skinner, 1953). Since then comprehensive methods to systematically
assess particular functions of different types of behaviour have been developed, and functional assessment is one of the most intense research areas in our field (see for example Iwata et al., 2000; Repp & Horner, 1999).

Functional assessment is an umbrella term and encompasses: (1) indirect assessments, which are characterized by interviews and questionnaires and behavioural functions. They are based on subjective verbal reports in absence of direct observation. Two recognized indirect methods are the Motivation Assessment Scale (Durand & Crimmins, 1988) and the Motivation Analysis Rating Scale (Wieseler et al., 1985), (2) descriptive assessments involve no manipulation of relevant variables and are based on direct observation, e.g. the antecedent–behaviour–consequence assessment (ABC) or scatter plot assessment, (3) functional experimental analyses or analogue functional assessment involve manipulation of suspected maintaining variables using experimental methodology to demonstrate control over responding (Desrochers et al., 1997). The first two approaches are approximations compared to the third because they do not elucidate functional relationships, and both are characteristically non-experimental. Furthermore, the functional experimental analysis is most effective in identifying the function of problem behaviour (Carr et al., 1999).

Experimental functional analysis or analogue functional assessment

Since the prominent publication by Iwata et al. (1982) there has been a remarkable increase of publications concerning experimental functional analysis (See Journal of Applied Behaviour Analysis). Experimental functional analysis represents a simulation of the natural environment and will be the primary tool for demonstrating causal relationships (Carr et al., 1999). Experimental functional analysis methodologies can be used to identify: (1) antecedent conditions (setting events, establishing operations and/or discriminative stimuli) under which behaviour occurs, and these conditions may then be altered so that problem behaviours are less likely, (2) reinforcement contingencies that must be changed, (3) whether the same reinforcer that currently maintains the behaviour problem may be used in establishing and strengthening alternative behaviours, and (4) those reinforcers and/or treatment components that are relevant (Iwata et al., 2000).

Results from the research on functional analysis methodologies have shown that functional analyses are effective in identifying environmental determinants of self-injurious behaviour (SIB), and subsequently, in guiding the process of treatment selection (Iwata et al., 1994). Furthermore, results have shown that the growing use of functional assessment based interventions have increased the number of studies using non-aversive procedures (Carr et al., 2000).

Recording techniques

In applied behaviour analysis it is important to demonstrate that a particular intervention has been responsible for a particular behaviour change. Therefore, measurement is very important with respect to designing successful interventions and evaluating treatment changes. Automatic recording, permanent products, and direct observational recording are procedures used for measuring and recording behaviour. Direct observational recording include frequency or event, duration, or latency recording, and the recording could either be continuous, time sampling or interval (Cooper et al., 1987). Objectivity, clarity and completeness have been set forth as three criteria of an adequate response definition (Kazdin, 1982).

Experimental designs

In experimental functional analyses various experimental designs have been used to rule out the possibility that changes in extraneous variable(s) other than in the independent variable could be responsible for the change in dependent variable, e.g. eliminating rival explanations. Thus, these experimental designs have been used to study the functional relationships between environmental changes and changes in target behaviour. Typical experimental design N=1 design (within-subject manipulation, single-case research design) have been used in applied behaviour analysis, and the designs have been categorized as ABAB designs, multiple baseline designs, multiple treatment designs and changing criterion designs (Kazdin, 1982). The multielement design (multiple treatment designs) has
typically been used in experimental functional analysis (e.g. Iwata et al., 1982).

In single-case research, replication, either direct or systematic, is crucial for evaluating generality of intervention effects across subjects. The term direct replication has been used when the same procedures have been used across a number of different subjects, while systematic replication indicate that features (e.g. types of subjects, intervention, target behaviour) of the original experiment vary. By replicating in this way, knowledge will be accumulated, and behaviourists will be pyramid builders.

CONCLUSION AND FUTURE PERSPECTIVES

Different aspects regarding behavioural assessment as indirect assessment, descriptive assessment and experimental functional analysis have been discussed. Extension and refinement of behavioural assessment and functional analysis technologies will, hopefully, provide for even more effective methods in establishing behaviour and treating maladaptive behaviour. In addition, the advancement of computer technology allows for more simplified assessment techniques. Until now functional assessment technologies have primarily focused on non-compliance and self-injurious and aggressive behaviour in persons with disabilities and autism, but advancements in these procedures will include their applications on other types of behaviour and a larger diversity of problem behaviour in populations other than persons with autism and disabilities.
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INTRODUCTION

Psychological assessment is utilized in clinical psychology primarily for purposes of differential diagnosis, treatment planning, and outcome evaluation. Differential diagnosis involves drawing on assessment information to describe an individual’s psychological characteristics and adaptive strengths and weaknesses. These descriptions provide a basis for determining (a) what type of disorder an individual may have, (b) the severity and chronicity of this disorder and the circumstances in which it is likely to be manifest, and (c) the kinds of treatment that are likely to provide the individual relief from this disorder. With respect to further treatment planning, adequate assessment information helps to guide treatment strategies and anticipate possible obstacles to progress in therapy. As for outcome evaluation, pre-treatment assessments establish an objective baseline against which treatment progress can be monitored in subsequent evaluations, and by which the eventual benefits of the treatment can be judged at its conclusion. These clinical contributions of psychological assessment can be implemented during each of four sequential phases in delivering psychological treatment: deciding on therapy, planning therapy, conducting therapy, and evaluating therapy.

DECIDING ON THERAPY

The first step in the clinical utilization of assessment information consists of deciding whether a patient needs treatment and is likely to benefit from it. Accurate differential diagnosis identifies pathological conditions (e.g. depression, paranoia) and maladaptive characteristics (e.g. passivity, low self-esteem) for which treatment is usually indicated, and adequate psychological evaluation helps to distinguish such conditions and characteristics from normal range functioning that does not call for professional mental health intervention. Assessment methods also provide valuable information concerning two factors known to predict whether people are likely to become involved in and profit from psychotherapy: their motivation for treatment and their accessibility to being treated.

Motivation for treatment usually corresponds to the amount of subjectively felt distress that people are experiencing. Accessibility to psychological treatment typically depends on how willing people are to examine themselves, to express their thoughts and feelings openly, and to make changes in their customary beliefs and preferred ways of conducting their lives. Information derived from appropriate assessment procedures can provide clinicians with objective indices of each of these variables, and these assessment data can in turn be used as a basis for determining whether to recommend and proceed with some form of treatment.

PLANNING THERAPY

Planning therapy for patients who need and want to receive psychological treatment involves
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(a) deciding on the appropriate setting in which to deliver the treatment, (b) estimating the duration of the treatment, and (c) selecting the particular type of treatment to be given. With respect to deciding on the treatment setting, assessment data provide reliable information concerning the severity of a patient’s disturbance, the patient’s ability to distinguish reality from fantasy, and his or her likelihood of becoming suicidal or dangerous to others, all of which bear on whether the person requires residential care or can be treated safely and adequately as an outpatient. The more severely disturbed people are, the farther out of touch with reality they are, and the greater their risk potential for violence, the more advisable it becomes to care for them in a protected environment.

Regarding treatment duration, clinical experience and research findings consistently indicate that mild and acute problems of recent onset can usually be treated successfully in a shorter period of time than severe and chronic problems of long-standing duration. A variety of psycho-diagnostic measures provide clues to the chronicity as well as the severity of symptomatic and characterological mental and emotional problems, and pretreatment data obtained with these measures can accordingly help clinicians formulate some expectation of how long a treatment is likely to last. Having available such assessment-based information on expected duration in turn assists clinicians in presenting treatment recommendations to prospective patients.

As for treatment selection, people who are relatively psychologically minded, self-aware, and interested in gaining fuller self-understanding are relatively likely to respond positively to an uncovering, insight-oriented, and conflict-focused treatment approach. Patients whose preference is to feel better without having to examine themselves closely, on the other hand, are more likely to become actively engaged in supportive and symptom-focused approaches to treatment than in exploratory psychotherapy. Psychologically minded people are inclined to feel dissatisfied with supportive treatment, because it does not get at the root of their problems, whereas relief-minded people tend to feel uncomfortable in uncovering treatment, because it makes unwelcome demands on them. Additionally, there is reason to believe that some kinds of conditions and difficulties, especially in people who are problem-oriented, respond relatively well to cognitive-behavioural forms of treatment, whereas other kinds of disorders and maladaptive tendencies, especially in people who are interpersonally-oriented, respond better to psychodynamic-interpersonal than cognitive-behavioural therapy.

Psychological mindedness and preferences for problem-oriented or interpersonally-oriented approaches to life situations are among a vast array of personality characteristics that can be measured with assessment methods. Accordingly, adequately conceived pretherapy psychological assessment can facilitate treatment planning by differentiating among psychological states and orientations of the individual that have known implications for successful response to particular treatment approaches.

CONDUCTING THERAPY

Psychological assessment can play a key role in conducting therapy by helping to identify in advance: (a) treatment targets on which the therapy should be focused and (b) possible obstacles to progress towards these treatment goals. Appropriately collected assessment data, and particularly the results of a multimethod test battery, typically contain many normal range findings and often some indications as well of notably good personality strengths and especially admirable personal qualities. At the same time, especially in people who are being evaluated for symptoms or difficulties that have led them to seek professional help, test data are likely to reveal specific adaptive shortcomings and coping limitations. One person may show a penchant for circumstantial reasoning and poor judgement; another person may give evidence of poor social skills and interpersonal withdrawal; a third may exhibit considerable emotional inhibition with restricted capacity to express feelings and feel comfortable in emotionally charged situations. In short, any assessment findings that fall outside of an established normal range and are known to indicate specific types of cognitive dysfunction, affective distress, coping deficit, personal dissatisfaction, or interpersonal inadequacy in turn assist therapists and
their patients in deciding on the objectives of their work together and directing their efforts accordingly.

Some psychological characteristics of patients that constitute targets in their treatment may also pose obstacles to their becoming effectively engaged in therapy and making progress toward their goals. For example, people who are set in their ways and characteristically rigid and inflexible in their views often have difficulty reframing their perspectives or modifying their behaviour in response even to well-conceived and appropriately implemented treatment interventions. People who are interpersonally aversive or withdrawn may be slow or reluctant to form the kind of working alliance with their therapist that facilitates progress in most forms of therapy. People who are relatively satisfied with themselves and not experiencing much subjectively felt distress may have little tolerance for the demands of becoming seriously engaged in a course of psychological treatment. Characteristics of these kinds do not preclude effective psychotherapy, but they can result in slow progress, and they may cause patients and therapists to become discouraged and terminate prematurely a treatment that does not appear to be going well.

Pretreatment assessment data serve to alert therapists in advance to possible treatment obstacles with their therapist that facilitates progress in most forms of therapy. People who are relatively satisfied with themselves and not experiencing much subjectively felt distress may have little tolerance for the demands of becoming seriously engaged in a course of psychological treatment. Characteristics of these kinds do not preclude effective psychotherapy, but they can result in slow progress, and they may cause patients and therapists to become discouraged and terminate prematurely a treatment that does not appear to be going well. Pretreatment assessment data serve to alert therapists in advance to possible treatment obstacles, which can help them understand and be patient with initially slow progress and also guide them in dealing directly with these obstacles, as by concentrating in the early phases of therapy on encouraging flexibility and open-mindedness, building a comfortable and trusting treatment relationships, or generating some motivation for the patient’s involvement in the therapy.

EVALUATING THERAPY

Psychological assessment provides valuable data for monitoring the progress of therapy and measuring its eventual benefit. For this potential benefit of assessment to be realized, it is vital for assessment data to be collected from patients prior to their beginning treatment. In addition to helping to identify treatment targets and the long-term objectives of therapy, pre-treatment data provide an objective baseline for comparison with the results of subsequent assessments. Periodic re-evaluations can then shed light on whether the treatment is making a difference, how close it has come to meeting its aims, in what way the focus of continued treatment should be adjusted, and whether a termination point has been reached.

For example, if a reliable test index shows abnormally high anxiety, low self-esteem, poor self-control, or excessive anger, and a retest during treatment shows the same or a worse result for any of these treatment targets, there is objective evidence that no progress has been made on this front. Such results can then lead to an informed decision to alter the type or focus of the treatment, change the therapist, or await the next re-assessment before making any change. On the other hand, should retesting show an index closer to an adaptive range than initially, there is reason to conclude that progress is being made on the treatment target related to that index but that further improvement remains to be made in that area. When an initially abnormal test result is found on retesting to be in an adaptive range, then therapists and their patients can conclude with confidence that they have achieved the objective to which this result relates and do not need to address it further. At the point when retesting indicates that most or all of the treatment targets have reached or are approaching as much resolution as could realistically be expected, then the assessment process helps to indicate that an appropriate termination point has been reached.

Assessments conducted at the conclusion of psychotherapy, when compared with initial baseline evaluations, provide an objective basis for evaluating the overall benefit of the treatment that has been provided. Evaluations of treatment benefit made possible by pre-therapy and post-therapy assessments serve important research and practical purposes in clinical psychology. With respect to research issues, assessment data bearing on treatment benefit facilitates comparison studies of the relative effectiveness of different types and modalities of therapy. For practical purposes, retest findings demonstrating treatment benefit bear witness to the value of psychological interventions, particularly as weighed against the financial cost of these services.
WIDELY USED INSTRUMENTS

Surveys of clinical psychologists and the contents of standard handbooks concerning psychological assessment identify several instruments as being among those most widely used by clinicians in the United States for purposes of differential diagnosis, treatment planning, and outcome evaluation. Four of these measures are relatively structured self-reports inventories on which conclusions are derived from what respondents are able and willing to say about themselves: the Minnesota Multiphasic Personality Inventory, the Millon Clinical Multiaxial Inventory, the Sixteen Personality Factors Questionnaire, and the Personality Assessment Inventory. Four of them are relatively unstructured performance-based measures in which the key data consist not of what respondents say about themselves but how they deal with various kinds of somewhat ambiguous tasks that are assigned to them: the Rorschach Inkblot Method, the Thematic Apperception Test, several types of figure drawing tasks, and some alternative sentence completion methods.

CONCLUSIONS AND FUTURE PERSPECTIVES

Psychological assessment has been an integral part of clinical psychology since its inception and continues to the present day to provide practitioners with valuable information to guide their evaluation and treatment of persons who seek their help. At times, failure to appreciate the benefits of preceding treatment with thorough assessment has led to insufficient teaching and learning of psychodiagnostic methods by clinical psychologists, as has the regrettable and short-sighted devaluing of diagnostic procedures by health insurance providers. However, the future application of psychodiagnostic methods in clinical psychology appears to rest safely in the hands of practitioners and researchers whose who know from their experience and data how useful assessment can be in facilitating good clinical decisions.
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INTRODUCTION

The role of assessment and evaluation in education has been crucial, probably since the earliest approaches to formal education. However, change in this role has been dramatic in the last few decades, largely due to wider developments in society. The most dramatic change in our views of assessment is represented by the notion of assessment as a tool for learning. Whereas in the past, we have seen assessment only as a means to determine measures and thus certification, there is now a realization that the potential benefits of assessing are much wider and impinge on in all stages of the learning process. In this contribution, we will outline some of the major developments in educational assessment, and we will reflect on the future of education within powerful learning environments, where learning, instruction and assessment are more fully integrated.

Paradigm Change: From Testing Towards Assessment

Many authors (Mayer, 1992; De Corte, 1990) have pointed to the importance of instruction to promote student’s abilities as thinkers, problem-solvers and inquirers. Underlying this goal is the view that meaningful understanding is based on the active construction of knowledge and often involves shared learning. It is argued that a new form of education requires reconsideration about assessment (Dochy, Segers & Sluijsmans, 1999). Changing towards new forms of learning, with a status quo for evaluation, undermines the value of innovation. Students do not invest in learning that will not be honoured. Assessment is the most determining factor in education for the learning behaviour of students. Traditional didactic instruction and traditional assessment of achievement are not suited to the modern educational demands. Such tests were generally designed to be administered following instruction, rather than to be integrated with learning. As a consequence, due to their static and product-oriented nature, these tests not only lack diagnostic power but also fail to provide relevant information to assist in adapting instruction appropriately to the needs of the learner (Campione & Brown, 1990; Dochy, 1994). Furthermore, standard test theory characterizes performance in terms of the difficulty level of response choice items and focuses primarily on measuring the amount of declarative knowledge that students have acquired.

This view of performance is at odds with current theories of cognition. Achievement assessment must be an integral part of instruction, in that they should reflect, shape, and improve student leaning. Assessment procedures should not only serve as a tool for crediting students with recognized certificates, but should also be used to monitor progress and, if needed to direct students to remedial learning activities. The view that the evaluation of student’s achievements is...
something which happens at the end of the process of learning is no longer widespread; assessment is now represented as a tool for learning (Dochy & McDowell, 1997).

The changing learning society has generated the so-called assessment culture as an alternative to the testing culture. The assessment culture strongly emphasizes the integration of instruction and assessment. Students play far more active roles in the evaluation of their achievement. The construction of tasks, the development of criteria for the evaluation of performance, and the scoring of the performance may be shared or negotiated among teachers and students. The assessment takes all kinds of forms such as observations, text- and curriculum-embedded questions and tests, interviews, performance assessments, writing samples, exhibitions, portfolio assessment, and project and product assessments. Several labels have been used to describe subsets of these alternatives, with the most common being ‘direct assessment’, ‘authentic assessment’, ‘performance assessment’ and ‘alternative assessment’.

New Methods of Assessment

Investigations of new approaches (e.g. Birenbaum & Dochy, 1996; Nitko, 1995; Shavelson et al., 1996) illustrate the development of more ‘in context’ and ‘authentic’ assessment (Archbald & Newmann, 1992; Hill, 1993). Nisbet (1993) defines the term authentic assessment as ‘methods of assessment which influence teaching and learning positively in ways which contribute to realizing educational objectives, requiring realistic (or “authentic”) tasks to be performed and focusing on relevant content and skills, essentially similar to the tasks involved in the regular learning processes in the classroom’ (p. 35).

Assessment of such ‘authentic’ tasks is highly individual and contextualized. The student gets feedback about the way he solved the task and about the quality of the result. Evaluation is given, on the basis of different ‘performance tasks’, performed and (reviewed) assessed at different moments. The evaluation criteria have to be known in advance. When students know the criteria and know how to reach them, they will be more motivated and achieve better results. This form of evaluation gives a more complete and realistic picture of the student’s ability (achievement). It evaluates not only the product, but also the process of learning. Students get feedback about their incorrect thinking strategies.

Within the new forms of ‘new assessment’, much attention is paid to authentic problem-solving, case-based exams, portfolios and the use of co-, peer-, and self-assessment (Birenbaum, 1996).

In traditional education, the question ‘who takes up the exam and who defines the criteria’ is seldom asked. Most of the time, it is the teacher. New forms of education do pose this question. Students themselves, other students or the teacher and students together are responsible for assessment. The type of student self-assessment referred to most frequently in the literature is a process, which involves teacher-set criteria and where students themselves carry out the assessment and marking. Another form of student self-assessment is the case where a student assesses herself or himself, on the basis of criteria which she or he has selected, the assessment being either for the student’s personal guidance or for communication to the teacher or others. According to Hall (1995) there are two critical factors for genuine self-assessment: the student not only carries out the assessment, but also selects the criteria on which the assessment is based. Similarly, peer-assessment can indicate that fellow students both select the criteria and carry out the assessment. Any situation where the tutor and students share in the selection of criteria and/or the carrying-out of the assessment is more accurately termed co-assessment (Hall, 1995). However, it is still frequently the case that teachers control the assessment process, sometimes assisted by professional bodies or assessment experts, whereas students’ assessments and criteria are taken seriously but considered to be additional to the assessment undertaken by the teacher or professor rather than replacing it (Rogers, 1995). Implementing forms of self-, peer- and co-assessment may decrease the time-investment professors would otherwise need to make in more frequent assessment. In addition to that advantage, using these assessment forms assists the development of certain skills for the students, e.g. communication skills, self-evaluation skills, observation skills, self-criticism.
ASSESSING NEW ASSESSMENT FORMS: DEVELOPMENTS IN EDOMETRICS

Judgements regarding the cognitive significance of an assessment begin with an analysis of the cognitive requirements of tasks as well as the ways in which students try to solve them (Glaser, 1990). Two criteria by which educational and psychological assessment measures are commonly evaluated are validity and reliability. One can say that based on these criteria, the results above are not yet consistent and depending upon the assessment form there is a larger or smaller basis to state that the evaluation is acceptable.

It is however important to note that Birenbaum (1996) mentions that the meaning of validity and reliability has recently expanded. Dissatisfaction with the available criteria, which were originally developed to evaluate indirect measures of performance, is attributed to their insensitivity to the characteristics of a direct assessment of performance.

The most important element of new assessment models is the reflection of the competencies, required in real-life practice. The goal is to ensure that the success criteria of education or training processes are the same as those used in the practice setting. Hence, as notions of fitness of purpose change, and as assessment of more qualitative areas are developed, the concepts of validity and reliability encompassed within the instruments of assessment must also change accordingly. This means that we should widen up our view and search for other and more appropriate criteria. It should not be surprising that a new learning society and consequently a new assessment culture cannot be evaluated on the basis of the pre-era criteria solely.

Validity Related Issues

Although performance assessment appears to be a valid form of assessment, in that it resembles meaningful learning tasks, this measure may be no more valid than scores derived from response choice items (Linn et al., 1991). Evidence is needed to assure that assessment requires the high-level thought and reasoning processes that they were intended to evoke.

The authors of the 1985 Standards define test validity as ‘a unitary concept, requiring multiple lines of evidence, to support the appropriateness, meaningfulness, and usefulness of the specific inferences made from test scores.’ (AERA, APA, NCME, 1985: 9) All validity research should be guided by the principles of scientific inquiry reflected in construct validity.

Within the construct validity framework, almost any information, gathered in the process of developing and using an assessment is relevant, when it is evaluated against the theoretical rationale underlying the proposed interpretation and inferences, made from test scores (Moss, 1995). Thus, validation embraces all the experimental statistical and philosophical means by which hypotheses are evaluated. Validity conclusions then, are best presented in the form of an evaluative argument, which integrates evidence to justify the proposed interpretation against plausible alternative interpretations.

Kane’s argument-based approach is in line with Cronbach’s view on validity. According to Kane (1992), to validate a test-score interpretation is to support the plausibility of the corresponding interpretative argument with appropriate evidence: (1) for the inferences and assumptions, made in the proposed interpretative argument and (2) for refuting potential counter arguments. The core issue is not that we must collect data to underpin validity, but that we should formulate transparent, coherent, and plausible arguments to underpin validity.

Authors like Kane and Cronbach use validity principles from interpretative research traditions, instead of psychometric traditions, to assist in evaluating less-standardized assessment practices. Other criteria suggested for measuring validity of new assessment forms are the transparency of the assessment procedure, the impact of assessment on education, directness, effectiveness, fairness, completeness of the domain description, practical value and meaningfulness of the tasks for candidates, and authenticity of the tasks (Haertel, 1991). According to Messick (1994), these validation criteria are, in a more sophisticated form, already part of the unifying concept of validity, which he expressed in 1989. He asserted that validity is an evaluative summary of both evidence for and the actual as well as potential consequences of score interpretation and use. The more traditional conception of
validity as ‘evidence for score interpretation and use’ fails to take into account both evidence of the value implications of score interpretation and the social consequences of score use.

Messick’s unifying concept of validity encompasses six distinguishable parts – content, substantive, structural, external, generalizability, and consequential aspects of construct validity – that jointly function as general criteria for all educational and psychological assessment. The content aspect of validity means that range and type of tasks, used in assessment must be an appropriate reflection (content relevance, representativeness) of the construct-domain. Increasing achievement levels in assessment tasks should reflect increases in expertise of the construct-domain. The substantive aspect emphasizes the consistency between the processes required for solving the tasks in assessment, and the processes used by domain-experts in solving tasks (problems). Further, the internal structure of assessment – reflected in the criteria, used in assessment tasks, the interrelations between these criteria and the relative weight placed on scoring these criteria, should be consistent with the internal structure of the construct-domain. If the content aspect (relevance, representativeness of content and performance standards) and the substantive aspect of validity is guaranteed, score interpretation, based on one assessment task should be generalizable to other tasks, assessing the same construct. The external aspect of validity refers to the extent that the assessment scores’ relationship with other measures and non-assessment behaviours reflect the expected high, low, and interactive relations. The consequential aspect of validity includes evidence and rationales for evaluating the intended and unintended consequences of score interpretation and use (Messick, 1994).

In line with Messick’s conceptualization of consequential validity, Frederiksen and Collins (1989) proposed that assessment has ‘systematic validity’ if it encourages behaviours on the part of teachers and students that promote the learning of valuable skills and knowledge, and allows for issues of transparency and openness, that is to access the criteria for evaluating performance. Encouraging deep approaches to learning is one aspect, which can be explored in considering the consequences. Another is the impact which assessment has on teaching. Dochy and McDowell (1997) argue that assessing high-order skills by means of authentic assessment will lead to the teaching of such high-order knowledge and skills.

With today’s emphasis on high-stakes assessment, two threats to test validity are worth mentioning: construct under-representation and construct-irrelevance variance. In the case of construct-irrelevance variation, the assessment is too broad, containing systematic variance that is irrelevant to the construct being measured. The threat of construct-underrepresentation means that the assessment is too narrow and fails to include important dimensions of the construct being measured.

Special Points of Attention For New Assessment Forms

The above implies in our view that other criteria suggested for measuring validity of new assessment forms will need to be taken into account, i.e. the transparency of the assessment procedure, the impact of assessment on education, directness, effectiveness, fairness, completeness of the domain description, practical value and meaningfulness of the tasks for candidates, and authenticity of the tasks.

In addition, predictable difficulties will have to be taken into account, such as those outlined in the following paragraphs.

Authentic assessment tasks are more sensitive to construct-underrepresentation and construct-irrelevance variation, because they are often loosely structured, so that it is not always clear to which construct-domain inferences are drawn. Birenbaum (1996) argues that it is important to specify accurately the domain and to design the assessment rubrics, so they clearly cover the construct-domain. Messick (1994) advises to adopt a construct-driven approach to the selection of relevant tasks and the development of scoring criteria and rubrics, because it makes salient the issue of construct-underrepresentation and construct-irrelevance variation.

Another difficulty with authentic tasks, with regard to validity, is concerning rating authentic problems. Literature reveals that there is much variability between raters in scoring the quality of a solution. Construct-underrepresentation in rating is manifested as omission of assessment
criteria or ideosyncratic weighting of criteria such that some aspects of performance do not receive sufficient attention. Construct-relevance variance can be introduced by rater’s application of extraneous, irrelevant or idiosyncratic criteria (Heller et al., 1998). Suggestions for dealing with these problems in literature include constructing guidelines, using multiple raters and selecting and training raters.

Reliability Related Issues

Reliability in classical tests is concerned with the degree in which the same results would be obtained on a different occasion, in a different context or by a different assessor. Inter- and intrarater agreement is used to monitor the technical soundness of performance assessment rating. However, when these conventional criteria are employed for new assessments (for example using authentic tasks), results tend to compare unfavourably to traditional assessment, because of a lack of standardization of these tasks.

The unique nature of new forms of assessment has affected the traditional conception of reliability, resulting in the expansion of its scope and a change in weights attached to its various components (Birenbaum, 1996). In new assessment forms, it is not about achieving a normally distributed set of results. The most important question is to what extent the decision 'whether or not individuals are competent' is dependable (Martin, 1997). Differences between ratings sometimes represent more accurate and meaningful measurement than would absolute agreement. Measures of interrater reliability in authentic assessment then, do not necessarily indicate whether raters are making sound judgement and do not provide bases for improving technical quality. Measuring the reliability of new forms of assessment stresses the need for more evidence in a doubtful case, rather than to rely on making inferences from a fixed and predetermined set of data (Martin, 1997).

In line with these views on reliability is Moss’ idea (1992) about reliability. She asserts that a hermeneutic approach of ‘integrative interpretations based on all relevant evidence’ is more appropriate for new assessment because it includes the value and contextualized knowledge of the reader, than the psychometric approach that limits human judgement ‘to single performances’, results of which are then aggregated and compared with performance standards.

CONCLUSION: FUTURE RESEARCH AND DEVELOPMENTS

The assessment culture leads to a change in our instructional system from a system that transfers knowledge into students’ heads to one that tries to develop students who are capable of learning how to learn. The current societal and technological context requires education to make such a change. The explicit objective is to interweave assessment and instruction in order to improve education. A number of lessons can be learned from the early applications of new assessment programs.

First, one should not throw the baby out with the bath water. Objective tests are very useful for certain purposes, such as high-stake summative assessment of an individual’s achievement, although they should not dominate an assessment program. Increasingly, measurement specialists recommend the so-called balanced or pluralistic assessment programs, where multiple assessment formats are used. There are several motives for these pluralistic assessment programs (Birenbaum, 1996; Messick, 1984): a single assessment format cannot serve several different purposes and decision-makers; and each assessment format has its own method variance, which interacts with persons.

There is a need to establish a system of assessing the quality of new assessment and implement quality control. Various authors have recently proposed ways to extend the criteria, techniques and methods used in traditional psychometrics. Others, like Messick (1995), oppose the idea that there should be specific criteria, and claim that the concept of construct validity applies to all educational and psychological measurements, including performance assessment.
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INTRODUCTION

Psychological forensic assessment aims to contribute to rational problem-solving in a forensic context when judgements have to be made about conditions or consequences of human behaviour brought to (criminal or civil) court. We describe a decision-oriented model of the process of psychological assessment that can serve as a general framework for psychological assessment concerning forensic questions. Frequently asked forensic questions relate to (1) psychological problems of parental custody and contact with children after divorce, (2) credibility of witness statements, and (3) prognosis of offence recidivism.

GENERAL CONCEPT

Modern psychological forensic assessment is conceived as an aid for optimizing forensic problem solving in a scientific process of hypotheses-testing. The assessment process can be regarded as a sequence of decisions. Decisions during planning have a crucial impact on assessment results: mistakes in planning may cause invalid results. Additionally, many decisions must be made while realizing the assessment plan and combining the data into results. Explicit rules to aid these decisions are explained and compiled in checklists by Westhoff and Kluck (1998).

This approach is in contrast to the – outdated – trait-oriented comprehensive ‘portraying’ of the personality. According to this general concept, it is not the personality that has to be evaluated, but the conditions and the course of a person’s actions, or the relations between individuals, in the past, present and in the future. There are six sets of conditions influencing human behaviour: (1) environment; (2) organism; (3) cognition; (4) emotion; (5) motivation; and (6) social variables; and their interactions.

In a single case, all empirically relevant conditions and behavioural variables are checked for their contributions to the forensic question put to the psychological expert. In order to test the resulting hypotheses, different sources of information have to be selected, e.g. according to their psychometric properties. Data can be gathered from systematically planned interviews, observation of behaviour, biographical files and standardized procedures (e.g. tests or questionnaires). Assessors balance the costs of a special assessment procedure, e.g. a test, and its benefits. Of course, they take into consideration not only material, but also immaterial costs and benefits for each participant in the assessment process. A competent realization of the assessment plan requires the up-to-date knowledge and skills of a well-trained psychologist. This expert will use the most objective methods of documentation, e.g. tape recording of interviews.

Data from all relevant sources of information are weighted according to the single case and combined in order to reach a decision about each of the initial hypotheses. In a second step the outcomes of these decisions are integrated, in order to answer the forensic question(s) posed by the judicial system. The conclusions are always stated as probabilistic ‘if-then’-statements.

The structure of a psychological report according to this assessment process corresponds to the international scientific publication standards and the Guidelines for the Assessment Process (GAP) of the European Association of Psychological Assessment (Fernández-Ballesteros et al., 2001):

1 Client’s question (and client)
2 Psychological questions (= hypotheses)
3 Plan and sequence of the investigation (including the names of all investigators, all appointments; duration and locations of meetings)
4 Data
JUDICIAL SYSTEM AND FORENSIC QUESTIONS PUT TO THE PSYCHOLOGICAL EXPERT

The roles and the tasks of all the participants in legal proceedings differ according to the different judicial systems in Western societies. Consequently, the questions put to forensic psychological experts, and their working conditions, differ as well. Nevertheless, there are common basic forensic-psychological concepts and methods. The following sections will deal with them. They will be illustrated by sketches of the forensic questions most frequently put to psychological experts.

Psychological Reports in Family Law

Writing a psychological report on questions of parental custody and contact of parents with their children after divorce is a very complex task which, primarily, needs thorough planning. Preparation of such a report aims to support the parents’ readiness of communication with each other and their educational competence. The results of the psychological expert’s work help the judge at the family court to decide in the ‘best interest of the child’. Psychological experts optimize this assessment process by using explicit rules. Westhoff, Terlinden-Arzt, and Klueber (2000) explain every single decision that has to be made in this process. Additionally they give checklists containing rules to help avoid errors and mistakes and to minimize judgement biases.

To enable the parents and/or the judge to decide in the ‘best interest of the child’ requires the operationalization of this hypothetical construct. The psychological expert has to test the following sets of (psychological) variables:

1. the personal attachments of the child;
2. the continuity of personal care and the continuity environment of the child;
3. fostering the development of the child;
4. the attitudes of the child to possible solutions;
5. parents’ readiness for communication with each other regarding the child;
6. their readiness to support the personal attachments of the child;
7. strategies of the family to cope with their divorce-related problems.

The psychological expert has to select the most useful, objective, reliable, and valid instruments for gathering the necessary data. There are only very few standardized procedures that match the questions asked by the family court. Most of the relevant data for psychological assessment in family court problems are obtained from systematic, partly standardized interviews and from the systematic observation of relevant behaviour (e.g. ‘the strange situation’ designed by Ainsworth et al. (1978) for the assessment of attachment quality). The Family Relations Test by Bene and Anthony (1985) can be very useful as a supporting instrument for the systematic interviewing of even young children: it helps the children to verbalize their incoming and outgoing emotions about each members of their family. The still widely used projective techniques as well as trait-oriented personality questionnaires are not validated for answering family court questions: the constitutional right to have or to rear children is not limited by a particular degree of any personality trait. Therefore, personality trait scores cannot be meaningful criteria in deciding with which of the parents the children should live or whether they should have contact with the other party.

Statement Credibility

In criminal investigation, psychological experts may be asked to assess the credibility of statements by witnesses of a crime. Expert knowledge is mainly required in cases of sexual abuse and maltreatment or other violent crimes, especially when children are victims and/or witnesses of such offences and where there is no other evidence than the victim’s/witness’s statement. Nevertheless, the principal logic and the basic procedure of conducting an expert assessment is not limited to minors or to particular kinds of crime.
The assessment process here is again a hypothesis-testing procedure: starting with the assumption that the statement is not based on a real-life experience of the witness, the expert has to look out for data that rule out this hypothesis. Only if there is strong evidence for the alternative hypothesis, ‘the statement is based on an experienced real-life event’, can this alternative hypothesis be accepted. In contrast to this, the presupposition that the alleged event has actually occurred would only need very weak supporting evidence to be accepted and would therefore lead to an extremely false-positive bias.

Assessing the credibility of a witness’s statement does not rely on ‘general trustworthiness’ as a kind of personality construct, but refers only to the assessment of the veracity of the specific testimony in a particular case. The general question of credibility assessment can, therefore, be stated as follows: ‘Is this individual witness, under the given conditions of the investigation and the possible influences of other people, capable of making this particular statement even if it is not based on real-life experience?’ (translated from Steller & Volbert, 1999).

The basic working hypothesis for analysing the content of a witness’s statement was developed by Undeutsch (1967); it says that a statement that is based on real-life experience differs systematically from one that lacks this experience. For credibility assessment, this means that the witness’s statement has to be analysed according to quality criteria applied to its content, which differentiate between reality-based statements and others. Reality criteria have been described since the beginning of the 20th century in German psychological and juridical literature. Undeutsch (1967) was the first to describe a comprehensive set of reality criteria. Steller and Koehnken (1989) refer to former approaches proposed by several authors and describe a system of five categories of reality criteria (pp. 221); these are:

1. general characteristics: logical structure, unstructured production, quantity of details;
2. specific contents: contextual embedding; descriptions of interactions; reproduction of conversation, unexpected complications during the incident
3. peculiarities of content: unusual details, superfluous details, accurately reported details misunderstood, related external associations, accounts of subjective mental state; attribution of perpetrator’s mental state;
4. motivation-related contents: spontaneous corrections, admitting lack of memory, raising doubts about one’s own testimony, self-deprecation; pardoning the perpetrator;
5. elements specific to the offence: details characteristic of the offence.

This integrative expert system has experienced-enhanced theoretical foundation, (Ceci & Bruck, 1995). During the last fifteen years many studies of empirical validation of the system have been conducted in field studies and as well as in experimental studies. The criteria system has turned out to be a useful assessment instrument for scientific research and for practical use in assessing the credibility of a witness’s statement.

Criteria Based Content Analysis (CBCA) can only lead to a valid credibility assessment if it takes into account certain characteristics of the witness as preconditions for a reliable and valid testimony. These are perception parameters, memory conditions and verbalization. In addition, there are motivational aspects to be considered like readiness to testify, goals, expectations, desires and fears connected with giving true or false testimony.

Furthermore there must be a test of whether there are or ever have been situational conditions that influence the statements so that they can even be made without that particular experience in real life. Statements by very young children in particular are susceptible to inductive and suggestive influences and questions, whether these are intentional or unintentional. Therefore, the ‘history’ of the statement and its development has to be explored, as well as the cognitive, emotional, and social developmental status of a young child witness.

The complete process of credibility assessment described here is called Statement Validity Assessment (SVA). In 1999, the Federal Supreme Court of Germany decided that expert opinions on the credibility of (child) witnesses are not acceptable in forensic contest unless they meet the standards of an SVA (Bundesgerichtshof, 1999).

Appropriate data for testing the above hypotheses for SVA are mainly obtained from biographical interviews; psychometric tests would have
to be selected with regard to their ecological validity for the special aspects of the abilities in the forensic context mentioned above. While severe limitations of sensory perception and developmental delays can be easily observed or assessed by psychometric or otherwise standardized methods, an appropriate test of ‘memory’ for SVA would have to test ‘episodic’ memory; a test of ‘logical thinking’ would have to refer to ‘understanding social context’. Special tests of this kind are not yet available.

Consequently, the most important procedure for gathering data to run an SVA is therefore a non-suggestive, systematic interview of the witness (for interviewing strategies, see Milne & Bull, 1999). Observation of overt behaviour can be helpful in certain aspects, but most nonverbal cues (e.g. facial expression or illustrators during speaking) are ambiguous with regard to the veracity of a witness’s statement (Koehnken, 1990).

**Prognosis of Offender Recidivism**

Predicting the risk of recidivism of criminal offenders can very much influence the sentence and – in the case of mentally disordered offenders – the kind and duration of correctional treatment. This prediction task has to balance the severe consequences of false positive and of false negative judgements, both from the viewpoint of the individual offender and of the community.

Prognoses of offender recidivism are fraught with many specific and difficult problems: absolute certainty cannot be achieved by logical reason: the available data for prediction are incomplete; the only data about recidivism risks are those obtained about the individual offender; the important situational conditions can only be vaguely rated.

The process of psychological (and/or psychiatric) prognosis requires four steps of assessment (Rasch, 1999, Dahle, 1999): (1) analysis of the former criminal offences of the individual; (2) assessment of his present mental state (including possible mental disorders or illnesses); (3) analysis of the psychological development of the offender since the latest offence; (4) the general framework (situations, persons, chances) of his prospective living conditions. All these criteria are assessed according to the base rate of individuals, where a similar constellation of conditions is observed.

Data for this prognosis task come from prison, hospital or therapy records, from some standardized psychodiagnostic questionnaires which have proven themselves as being reliable and valid predictors for criminal recidivism (such as the HCR-20 by Webster et al., 1994 and the Level of Service Inventory (LSI-R) by Andrews et al., 1995). Nevertheless, the most important method is the systematic interview with the offender based on the topics of the prognosis criteria.

**OTHER TOPICS OF FORENSIC ASSESSMENT**

The three topics of forensic assessment described here are only examples. In different countries there are many other forensic questions that are put to the psychological expert. These concern for example: (1) assessment of criminal responsibility, (2) ‘lie detection’ by psychophysiological methods, (3) assessment of the effects of victimisation (4) and (other) special problems in civil law. The structure of the assessment process described above does not differ, however, for any forensic question whatsoever put to the forensic psychological expert.
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THE NEED FOR PSYCHOLOGICAL ASSESSMENT OF OLDER ADULTS

Older adults and particularly those frequently described as the ‘oldest old’ (85+) represent the fastest growing population subgroup in most (industrialized) countries around the world. Although high competence characterizes the majority of today’s elders (Lehr & Thomae, 2000), a whole gamut of critical situations related to ageing, and particularly to very old age, underscores the need for psychological assessment in older adults. Psychological assessment provides a rational, scientific means for making decisions in these situations, prototypical examples of which are residential decisions (e.g. relocation to an institution or within institutions), treatment decisions (e.g. early diagnosis of dementia coupled with a promising cognitive training intervention), or rehabilitation decisions (e.g. the estimation an individual’s rehabilitation potential and remaining plasticity).

In order to define the content of this article, we first draw from Lawton and Storandt (1984), who suggested a broad conception of assessment: ‘An attempt to evaluate the most important aspects of the behaviour, the objective, and the subjective worlds of the person (…)’ (p. 258). Second, we argue for a theoretical framework to organize the different types of assessment and numerous instruments found in this rapidly evolving field of gerontology. Our suggestion is to roughly distinguish between three assessment approaches: (1) Person-oriented (P) assessment is aimed to address the older person’s cognitive and behavioural competence, personality, and psychological aspects of health. (2) Environment-oriented (E) assessment addresses the social and the physical environment of the ageing person. (3) Finally, the assessment of P/E outcomes evaluates the impact of person–environment transactions on major domains of life quality such as subjective well being, affect, and mental health. Below, we use this line of thinking to review psychological assessment in gerontology. The challenges of assessing older persons in terms of application and theoretical–methodological issues are discussed shortly thereafter. We end this entry with some general conclusions and the consideration of future perspectives.
MAIN APPROACHES IN THE ASSESSMENT OF OLDER PERSONS AND THEIR ENVIRONMENTS

The following overview draws from both old and new treatments of the assessment of older adults (e.g. Kane & Kane, 2000; Lawton & Storandt, 1984; Lawton & Teresi, 1994). Due to space limitations, each theoretical domain is illustrated using a small number of prototypical instruments that essentially reflect the construct or family of constructs in question (see also Table 1).

Person-oriented Assessment

Cognitive and Behavioural Competence

Cognition is a major aspect of behavioural competence which undergoes particular decline in the later years. However, two reservations are warranted: First, this is true only for speed-dependent cognitive abilities (‘fluid intelligence’ in contrast to ‘crystallized’ intelligence); second, pronounced interindividual variability in performance is characteristic for old age. To test an individual’s intellectual ability against the norm, the well-known Wechsler Adult Intelligence Scale (WAIS) is a classic in the field of ageing (Wechsler, 1981). Also, while there is a high correlation between cognitive functioning and the so-called ‘Activities of Daily Living’ (ADL; basic activities such as eating, washing, or dressing) as well as the ‘Instrumental Activities of Daily Living’ (IADL; more complex activities such as preparing meals, using the phone, or shopping), a separate assessment of ADL and IADL is nevertheless recommended to afford a comprehensive picture of the everyday competence of the older person. Respective assessment procedures (e.g. the classic scale proposed by Lawton and Brody, 1969) have proven to be powerful predictors of institutionalization and mortality. To further complement the evaluation of everyday competence, an additional assessment of leisure activities using an activity list or diary is helpful (Mannell & Dupuis, 1994).

Personality

There has been some debate in psychological gerontology regarding the question of whether personality traits such as the ‘Big Five’ (neuroticism, extraversion, openness to experience, agreeableness, conscientiousness; Costa & McCrae, 1985) remain stable across the adult lifespan. Moderate stability has been widely confirmed, with a tendency toward lower stability over correspondingly longer observation periods. From a practical perspective, a recurring question is whether so-called ‘problem behaviours’ (such as antisocial behaviour, health-related risk behaviours, or the nonuse of existing competencies) may be better explained by individual differences in personality. In this regard, the NEO Personality Inventory (Costa & McCrae, 1985) is a classic assessment device that has been used intensively with elders. Reservations have to be made regarding the practical utility of these and other personality instruments with respect to the very old and those suffering from mild cognitive impairments; short scales with easily understood items are still rare. Besides standardized testing, a careful semi-structured exploration of the biography and major (and often critical) turning points therein is essential for an in-depth understanding of an older person’s current strengths and weaknesses (Lehr & Thomae, 2000).

In a process-oriented perspective of personality, two constructs are particularly useful to explain situation-specific outcomes such as subjective well-being: coping and control. A classic coping instrument is the Ways of Coping Checklist, which has also been proved as useful in a shortened version, helpful for assessing the very old (Folkman, Lazarus, Pimley & Novacek, 1987). For measurement of perceived control, we recommend a short instrument newly developed within the context of the Berlin Aging Study (Smith & Baltes, 1999; Smith, Marsiske & Maier, 1999).

Health

Gaining clarity on the influences of health impairments is important for psychological assessment in any age group. However, this is particularly true for older persons. Chronic conditions and multimorbidity occur frequently in later life and are among the most influential explanations of subjective well being, depression, and the loss of independence. From a psychological perspective, the subjective evaluation of health based on a single-item assessment (‘How would you rate your overall health at the present
Table 1. Recommendation of assessment instruments for use with older adults

<table>
<thead>
<tr>
<th>Assessment domain</th>
<th>Prototypical instrument</th>
<th>Application issues and selected psychometric information</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Person-oriented assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive and behavioural competence</td>
<td>Wechsler Adult Intelligence Scale (WAIS) (Wechsler, 1981)</td>
<td>Very widely used; takes about 1.5 hours to administer; Cronbach’s alpha of all subscales &gt;0.70; broad evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>Activities/Instrumental Activities of Daily Living Scale (ADL/IADL) (Lawton &amp; Brody, 1969)</td>
<td>Very widely used; takes about 5 minutes to administer; Cronbach’s alpha of both scales &gt;0.80; inter-rater $r$ 0.61 (ADL) and 0.91 (IADL); broad evidence underlining validity.</td>
</tr>
<tr>
<td>Personality</td>
<td>NEO Personality Inventory (Costa &amp; McCrae, 1985)</td>
<td>Very widely used; takes about 20 minutes to administer; Cronbach’s alpha of all subscales &gt;0.70; broad evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>Ways of Coping Checklist (Short) (Folkman et al., 1987)</td>
<td>Frequently used; takes about 10 minutes to administer; Cronbach’s alpha of subscales 0.47–0.74; some evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>Perceived Control (Smith et al., 1996)</td>
<td>Instrument introduced in the Berlin Aging Study; takes about 10 minutes to administer; some evidence underlining reliability and validity.</td>
</tr>
<tr>
<td>Health (psychological aspects)</td>
<td>SF-36 (Ware &amp; Sherbourne, 1992)</td>
<td>Frequently used; takes about 10 minutes to administer; Cronbach’s alpha of subscales 0.57–0.94; some evidence underlining validity.</td>
</tr>
<tr>
<td><strong>Environment-oriented assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social environment</td>
<td>Social Networks in Adult Life Survey (Kahn &amp; Antonucci, 1980)</td>
<td>Frequently used; administration time depends on persons nominated as social network members; on an average about 30 minutes; reasonable degree of convergence between respondents’ and significant others’ report; some evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>UCLA Loneliness Scale (Russel et al., 1980)</td>
<td>Frequently used; takes about 10 minutes to administer; Cronbach’s alpha &gt;0.90; some evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>Burden Interview (Zarit et al., 1980)</td>
<td>Frequently used; takes about 10 minutes to administer; Cronbach’s alpha &gt;0.70; some evidence underlining validity.</td>
</tr>
<tr>
<td>Physical environment</td>
<td>The Housing Enabler (Iwarsson, 1999)</td>
<td>Recently developed instrument; takes about 1.5 hours to administer; inter-rater reliability mean kappas for the different domains assessed 0.68–0.87; some evidence underlining validity.</td>
</tr>
<tr>
<td></td>
<td>Multiphasic Environmental Assessment Procedure (Moos &amp; Lemke, 1996)</td>
<td>Frequently used; data-collection time depends on the size of the institution to be assessed; can take up to about 1 week; Cronbach’s alpha of subscales 0.44–0.96; some evidence underlining validity.</td>
</tr>
</tbody>
</table>

(continued)
time: excellent, good, fair, or poor) has proven to be a powerful predictor of subjective well-being in many studies. A multi-item assessment of this construct as well as other health-related aspects is provided by the now classic SF-36 (Ware & Sherbourne, 1992). Frequently overlooked in its impact on everyday life and well-being, the assessment of pain and its psychosocial impact is recommended as a must for any comprehensive health evaluation of older adults (Parmelee, 1994).

Environment-Oriented Assessment

Social Environment

Aspects of the social environment include the objective size of the social network, the amount of real and perceived social support, interpersonal conflicts, and overall social network evaluations, such as loneliness. Caregivers are a significant part of elders’ social environments. A classic instrument to measure social network size as well as some of its major qualitative characteristics is the Social Networks in Adult Life Survey (Kahn & Antonucci, 1980). This instrument defines social network membership using concentric circles, an approach that has proven to be very helpful in differentiating members of the social network in terms of closeness and importance. Another well-established tool to assess the existing network is the UCLA Loneliness Scale (Russell, Peplau, & Cutrona, 1980) addressing how often the respondent feels isolated and misunderstood and wishes to be involved in more social relationships. Caregivers persons deserve the attention of psychologists as well, given the extensive strain associated with this task and the increased risk of becoming physically and mentally ill. An instrument for assessing the stress of caregivers is the Burden Interview suggested by Zarit and colleagues in the early 1980s (Zarit, Reever, & Bach-Person, 1980).

Physical Environment

Physical environments optimally adapted to the needs of frail elders can take on powerful supportive and stimulating functions in old age (for a review of the according empirical literature,

Table 1. Continued

<table>
<thead>
<tr>
<th>Assessment domain</th>
<th>Prototypical instrument</th>
<th>Application issues and selected psychometric informationb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assessment of person×environment outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective well-being and affect</td>
<td>Philadelphia Geriatric Center Morale Scale (PGCMS) (Lawton, 1975)</td>
<td>Very widely used; takes about 10 minutes to administer; Cronbach’s alpha &gt;0.80 (total score); broad evidence underling validity.</td>
</tr>
<tr>
<td></td>
<td>Scales of Psychological Well-being (Ryff, 1989)</td>
<td>Frequently used; takes about 20 minutes to administer; Cronbach’s alpha of all subscales &gt;0.70; some evidence underling validity.</td>
</tr>
<tr>
<td></td>
<td>Positive and Negative Affect Schedule (PANAS) (Watson et al., 1988)</td>
<td>Frequently used; takes about 5 minutes to administer; Cronbach’s alpha &gt;0.70; some evidence underling validity.</td>
</tr>
<tr>
<td>Mental health</td>
<td>Center of Epidemiological Studies of the Elderly Depression Scale (CES-D) (Radloff, 1977)</td>
<td>Very widely used; takes about 10 minutes to administer; Cronbach’s alpha &gt;0.80; broad evidence underling validity.</td>
</tr>
<tr>
<td></td>
<td>Mini-Mental-State Examination (MMSE) (Folstein et al., 1975)</td>
<td>Very widely used; takes about 10 minutes to administer; inter-rater r &gt;0.80; broad evidence underling validity.</td>
</tr>
</tbody>
</table>

aSee also additional description of these instruments in the text.
bThe psychometric information given here is based on additional published evidence, which is not explicitly cited in this article due to space limitation.
cThe estimation of duration always refers to the administration with old and very old persons.
dWe recommend direct contact with the authors of this instrument for more information.
see Wahl, in press). Gitlin (1998) concluded in her review of checklists providing a comprehensive assessment of the home environment that the psychometric properties of most of these devices are at best unclear. Among the rare strictly tested instruments, we would recommend the ‘The Housing Enabler’ as a promising tool that carefully considers the physical home environment as well as the functional profile of older persons acting within these environments (Iwarsson, 1999). Although many different suggestions have been tossed around, there is no single device with well-proven psychometric properties currently available. In contrast, the assessment of institutional environments serving the elderly has found much attention and more canalized research efforts. A comprehensive measurement device is the Multiphasic Environmental Assessment Procedure (MEAP), which is based on a wide-ranging research program conducted by Moos and associates (Moos & Lemke, 1996) and has also been transferred to other countries (e.g. Fernandez-Ballesteros et al., 1991).

**Assessment of Person × Environment Outcomes**

**Subjective Well-being and Affect**

Subjective well-being, or the cognitive and affective evaluation of the past and present life, has been regarded as a major indicator of successful ageing. The most highly renowned instrument probably is the Philadelphia Geriatric Center Morale Scale (PGCMS) (Lawton, 1975). This relatively easy-to-use 17-item scale covers three dimensions of subjective well-being, i.e. agitation, satisfaction with the ageing process, and general life-satisfaction. Due to the clinical nature of this instrument with many items addressing negative thoughts and emotions, it is particularly useful in the clinical, psychological evaluation of an older person, while other instruments more thoroughly address the positive facets of subjective well-being (e.g. Ryff, 1989).

Compared to subjective well-being, the measurement of affect has not yet found very much empirical attention (Labouvie-Vief, 1999). The term “affect” includes emotions, moods, and feeling states, all of which can be assessed in terms of intensity, frequency, and duration. A promising assessment tool for use with elders is the Positive and Negative Affect Schedule (PANAS) suggested by Watson, Clark, & Tellegen (1988).

**Mental Health**

Within the spectrum of mental health threats in later life, depression is, besides dementia, the major disease, whose optimal detection requires a combination of expertise from clinical psychology and psychiatry. The Center of Epidemiological Studies of the Elderly Depression Scale (CES-D) introduced by Radloff (1977) is widely used, has proven psychometric properties, and works well in elderly populations. Although a score of 17 is widely accepted as an indication of a depressive illness, it is wise to always include at least one other source of information (such as a clinical expert rating) before a final diagnostic decision is made. In addition, because severe cognitive impairments substantially increase as people age – with estimated dementia rates of about 25% beyond the age of 85 years – dementia assessment should be included as a routine part of every older person’s clinical evaluation. A classic screening test in this regard is the Mini-Mental State Examination (MMSE), originally suggested by Folstein, Folstein, and McHugh (1975). A major advantage of this widely used device is its scoring system, which is well known among clinicians and thus significantly facilitates communication (a score of 23 is generally recommended as indicative of cognitive dysfunction).

**SPECIFIC CHALLENGES OF ASSESSING OLDER ADULTS**

A number of factors can threaten the internal and external validity of assessing older persons. In the following, only a selective overview of these issues can be provided.

Two messages are important in terms of practical test application: on the one hand, old age is associated with a slowing in fine motor functioning and reaction time, the loss of sensory functioning, and cognitive impairment. One consequence of this is that performance tests that require motor behaviour may not be adequate, at least in some elderly subpopulations (such as geriatric patients).
Furthermore, scales which are normally self-administered (e.g. personality tests) must frequently be administered by a third person, which means, as compared to other age groups, a substantial change in the social psychology of the test situation, for instance in terms of self-disclosure. The length of the instrument is particularly critical in case of very old persons. Furthermore, the response format should remain stable within testing sessions and should be as simple as possible (not more differentiated than a 5-point Likert-type scale). Also, motivational issues, including fatigue, must be considered when creating optimal test circumstances. On the other hand, test strategies found to be very effective and economic in younger persons, such as phone and computer-based assessment, can, in many cases, be transferred to older people as well. With respect to demented elders, the use of observational methods is frequently the only well-functioning assessment procedure for evaluating behaviour and inner states.

A major theoretical-methodological challenge of assessing older persons is the issue of construct invariance. For instance, constructs such as depression or pain might have a fundamentally different semantic at the age of twenty than at the age of ninety years. Moreover, measures might have age-related characteristics with respect to response bias, response format, or the production of missing data. These and other issues as well as tentative solutions have intensively been addressed by Teresi and Holmes (1994).

To conclude, we urge researchers and practitioners to adopt an attitude of ‘constructive caution’ in interpreting and using test results gathered in elderly populations.

FUTURE PERSPECTIVES AND CONCLUSIONS

The assessment of older persons is an important field of gerontology in terms of research and application. Due to the multitude of measurement instruments suggested in the gerontological literature, it is essential to carefully check the proven psychometric properties and practical usefulness of these devices for making adequate instrument selections. Standardized tests, semi-structured assessments, and observational methods should serve as complementary tools in any comprehensive clinical evaluation. An important task of future research is, as is so often the case, replicative research including different subgroups of elders and the revision of existing devices in order to improve the critical mass of good instruments. The assessment procedures so developed should provide a broad, reliable, and valid description of both the positive and negative sides of the ageing individual.
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INTRODUCTION

Health psychology is a field within psychology that is devoted to understanding psychological influences on health-related processes, such as why people become ill, how they respond to illness, how they recover from a disease or adjust to chronic illness, and how they stay healthy in the first place (Schwarzer & Gutiérrez-Doña, 2000). Health psychologists conduct research on the origins and correlates of diseases. They identify personality or behavioural antecedents that influence the pathogenesis of certain illnesses. Health psychologists analyse the adoption and maintenance of health behaviours (e.g. physical exercise, nutrition, condom use, or dental hygiene) and explore the reasons why people adhere to risk behaviours (e.g. why they continue to smoke or drink alcohol). Health promotion and the prevention of illness are, therefore, agendas for research and practice, as is...
the improvement of the health care system in general.

In health psychology, a multitude of variables are assessed, such as physical conditions, health behaviours, quality of life, coping with stress or illness, coping resources, and premorbid personality. Since health behaviours dominate the discipline, the following contribution will focus on this particular subarea.

HEALTH BEHAVIOURS

Many health conditions are caused by such behaviours as problem drinking, substance use, smoking, reckless driving, overeating, or unprotected sexual intercourse. Health behaviours are often defined as behaviours that people engage in to maintain or improve their current health and to avoid illness. They include any behaviour a person performs in order to protect, promote, or maintain his or her health, whether or not such behaviours are objectively effective towards that end (Conner & Norman, 1996; Schwarzer & Renner, 2000).

People are inconsistent in the way they practice multiple health behaviours. For example, a person who exercises regularly does not necessarily adhere to a healthy diet. One reason people’s current health habits are not more consistent is that they differ on a number of dimensions (see Table 1).

For a valid and reliable measurement of health behaviours, it is essential to distinguish between these dimensions and to define clearly the subject matter under investigation.

ASSESSMENT OF HEALTH BEHAVIOURS

There are various methods of assessing health behaviours (Renner, in press). Questionnaires that assess the frequency of past behaviour are the most commonly used methods. There are numerous questionnaires that ask for the average or typical quantity and frequency of alcohol consumption (for an overview, see Sobell and Sobell, 1995), dietary habits, or physical activity. However, the information provided by quantity and frequency measures (QF estimates) is limited because respondents must base their estimates on a large variety of experiences. QF estimates often reflect less drinking and tend to misclassify drinkers compared to daily diary or timeline reports. They also provide lower absolute food intake estimates than a longer, interviewer-administered diet history.

In rare occasions, physiological methods can be used, which are most accurate for measuring alcohol consumption (via blood or urine sampling), drug consumption (via immunoassay, hair or sweat bioassay procedures), habitual dietary intakes (via biochemical markers), or physical activity (via doubly labelled water). However, such bioassay methods are only required when a high level of accuracy about recent health behaviour is needed (e.g. for workplace drug testing). They can also be used in addition to self-report data in order to confirm or falsify self-report information (e.g. about recent drug use). However, in some circumstances it may only be necessary to lead respondents to believe that there is an objective way to identify their behaviours via physiological measures, which is done to reduce misreporting. Another direct method is behavioural observation, used to assess physical activity among children or a driver’s speed, for example.

Unstructured or semistructured interviews are qualitative techniques for research on understanding individuals’ cognitive and conceptual models of health behaviours and the frames of reference used to organize these behaviours. Therefore, qualitative methods are mainly concerned with exploration and analysis of health behaviour because they

Table 1. Dimensions of health behaviours

| Voluntary; consciously undertaken by the individual | Involuntary; unconsciously undertaken by the individual |
| Avoidance of harmful activities | Engagement in protective activities |
| Undertaken without medical assistance | Needs professional medical assistance |
| Vital | Non-vital |
| Occasional; unstable | Habitual; stable |
| Simple | Complex, multifaceted |
allow the interviewee to address the issues that are relevant to the topics raised by the investigator. One major disadvantage of qualitative methods is that generality is, by definition, not quantifiable. Furthermore, since anonymity is not given, self-reports may be affected by social desirability biases, which lead to overreporting of socially desirable behaviours as well as underreporting of socially undesirable behaviours.

Stone and Shiffman (1994) have labelled strategies for collecting self-reports of respondents’ momentary or current state as Ecological Momentary Assessment (EMA). EMA studies usually consist of repeated assessment of participants’ momentary state as they go about the tasks of daily living in their natural environment. Interval-contingent assessments require assessment at regular intervals. One example is the method of interactive voice response where alcoholics are asked to call in on a regular basis to report their drinking status to the interviewers. Another way is asking respondents to record every episode of smoking, eating, or another behaviour of interest. This event-contingent approach may not lead to a representative sample of the participant’s general state, and it requires a clear definition of the triggering event. In contrast, signal-contingent sampling supplies participants with an external signal cue that is usually timed to be emitted at random to prompt them to complete a written assessment or an electronic diary. Signal device beepers, electronic watches, and palmtop computers can be used. EMA is a method that precisely assesses recent health behaviours. Its major advantage is that it minimizes deviations due to recall from memory by relying on respondents’ reports of their experience at the very moment of inquiry.

A diary log is a data collection strategy that gathers information as time passes. The distinctive feature of this method is that it yields information that is temporally ordered. It shows the sequence of events and the profile of actions across time. Diary techniques can be particularly useful when data from the same person are required over a considerable period of time and/or very frequently, such as assessing smoking behaviour, alcohol consumption, or dietary habits, in order to provide a general estimate of the amounts consumed. For example, alcohol consumption diaries often include questions about the frequency of drinking, the type of drink, and the typical quantity consumed on each occasion. In comparison to questionnaires, the diary log format minimizes recall biases associated with retrospective reporting, but daily reporting may be more reactive. In addition, diaries could be valuable for getting access to so-called ‘intimate’ information (e.g. sexual behaviour).

Timeline Followback Method Reports (TLFB), developed by Sobell and Sobell (1995), provide a detailed insight into health behaviours (smoking, taking drugs, or drinking, etc.) over a designated time period. Participants are asked to provide retrospective estimates of their daily behaviour by using a calendar over a certain time period, ranging up to 12 months prior to the interview. With this method, the pattern, variability, and level of drinking or smoking can be profiled, which is especially useful when precise estimates are needed or when researchers wish to evaluate specific changes in health behaviours before, during, and after interventions. However, this is a rather time-consuming method.

BIASES IN SELF-REPORTS

Some problems shared by all surveys relying on self-reports could seriously decrease internal and external validity (Schwarz & Strack, 1991). Short-term fluctuations, such as in substance use, produced by environmental (e.g. social settings) and psychological (e.g. mood or stress) variables, may affect the psychometric properties of usage measures. For example, there is a tendency for students to become increasingly exuberant as their high school graduation approaches. Increased party activity during the spring months contributes significantly to the actual level of drug use. Therefore, seasonal effects and short-term fluctuations may lead to superficial behavioural changes that could be misinterpreted by researchers as being genuine changes.

Questions about past behaviours assume accurate memory of events as well as willingness to report them to a researcher. However, respondents might not recall the actual events, employing instead various cognitive heuristics (rules of thumb) to estimate frequencies. This could result in certain
biases. Individuals use different strategies to answer frequency questions over different time spans. Episodic enumeration (recalling and counting individual incidents) is more likely to be used with shorter time spans in frequency reports, whereas rate-based estimation (projecting the typical rate over the length of the recall period) is more likely to be used when longer time spans are involved. Reported behavioural frequencies for a year are generally lower than 12 times the equivalent frequencies for a month. People probably forget more behavioural instances over the time span of a year than over a month. Therefore, behavioural reports over a month are the more accurate of the two. The use of different time spans across or within studies may lead to inconsistent or even misleading results.

Accurate and reliable measurements of health behaviours, especially drug use and sexual activity, have proven to be difficult because of social desirability influences. People underreport smoking and underestimate alcohol consumption. Self-reports of alcohol consumption can account for as little as half the amount obtained from sales figures. Likewise, the total number of cigarettes sold or otherwise estimated to be consumed is substantially higher than the estimate calculated from smokers’ self-reports. In addition, studies that focus on behavioural frequencies consistently yield illusory superiority: respondents report a lower frequency of unhealthy behaviours and higher frequency of healthy behaviours for themselves than for an average peer. Illicit problem behaviours, such as drug or alcohol use, may elicit stronger self-serving biases than more mundane health-threatening behaviours in adolescents (for details, see Renner, in press).
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Applied Fields: Neuropsychology

INTRODUCTION

Neuropsychological assessment as a formal procedure is a relatively recent development. Its evolution has paralleled advances, in the past fifty years, in the areas of neuroscience in general, and cognitive neuroscience in particular. It has also been influenced by developments in applied clinical disciplines such as neurology, neuroradiology, rehabilitation medicine, special
education, geriatrics, developmental psychology, etc. In this section, we review the historical trajectory of this aspect of clinical neuropsychology, and present the current state of the field.

**HISTORICAL ANTECEDENTS**

Neuropsychological assessment did not come of age until after the Second World War. In the second half of the 19th century, there had been a flurry of clinical studies that correlated brain structures and cognitive activity. The work of Broca, Déjerine, Jastrowitz, Korsakoff, Lichteim, Liepmann, Oppenheimer, Ribot, Wernicke, and many others in the latter part of the 19th century described the neurological substrates of disorders such as the aphasias, apraxias, amnesia, and frontal disinhibition (Walsh, 1978; Benton, 2000). However, these advances in localization of function lay dormant (except in the USSR) for over half a century. This approach regained its popularity in the 1950s and 1960s, in part as a result of the work of Brenda Milner and her colleagues in Montreal, who described the pivotal role of the hippocampus in memory (Scoville & Milner, 1957), and in part due to the work of Benton, Zangwill, Hécaen, Ajourriaguera, and Goodglass. Sperry’s work and the seminal case study of a human deconnection syndrome (Geschwind & Kaplan, 1962) lent further impetus to the belief that higher cognitive functions could be componentialized and subjected to analysis via objective techniques. Interest in the pioneering 19th century studies and their potential contribution to the study of brain–behaviour relationships was revived by Norman Geschwind in Boston at approximately the same time (Geschwind, 1997).

**PARADIGMS IN NEUROPSYCHOLOGICAL ASSESSMENT**

**Global Measures of Brain Damage**

At the outset, the primary goal of the neuropsychological evaluation in the United States was to assist in differentiating behavioural disorders of ‘organic’ (i.e. structural) nature, from those of ‘functional’ (i.e. psychological) origin. This focus can be attributed to the influence of psychoanalytic thinking, which postulated that psychiatric disturbance could result from intrapsychic (moral and psychological) and disturbed inter-personal relationships (Hill, 1978: vii). Further, clinicians in the USA and Britain were formed in a positivist, psychometric culture, which has more readily trusted an actuarial, mechanistic approach to data gathering, and statistically driven decision-making algorithms (Meehl, 1954), while being less comfortable with the methodology of single-case studies. Thus Ward Halstead’s purpose in designing tests was to determine whether a person had sustained brain damage or not; asking, ‘more practically, can convenient indices be found which, like blood pressure, accurately reflect the normal and pathological range of variance for the individual? Is there a pathology of biological intelligence which is of significance to psychiatry and to our understanding of normal behaviour?’ (Halstead, 1947: 7). He noted accurately that the tests developed by Binet and standardized by Terman (for the purpose of identifying ‘sub-normal’ children who required remediation in school) were completely insensitive to the effects of brain damage. Citing the work of Hebb and Penfield (1940) he wrote, ‘Evidence is now on record to the effect that surgical removal of one or both prefrontal lobes – that is, a mass of brain substance constituting about one-fourth of the total cerebrum – may not significantly alter the I.Q.’ (Halstead, 1947: 7).

**Fixed and Flexible Batteries**

The Halstead–Reitan Battery (Reitan & Davison, 1974; Reitan & Wolfson, 1993) and extensions of it (e.g. Heaton, Grant & Mathews, 1991) gained widespread recognition in the USA from the 1950s as the best practice in neuropsychological assessment, since it provided a means of summarizing an array of observations into numerical values that can be compared across patients and situations and, which provide reliable predictions (Boll, 1981; Russell, 1986). This battery (the Halstead–Reitan Battery; Reitan & Davison, 1974) began as a selection of seven tests chosen for their ability to best discriminate patients with frontal versus non-frontal or non-injured controls. Currently,
five of the original seven tests are typically administered to derive an Impairment Index (the proportion of scores in the impaired range), together with the Wechsler Intelligence scales, memory tests, and other tests of specific functions (Lezak, 1995: 709). The five tests include the Categories Test, the Tactile Perceptual Test, the Seashore Rhythm Test, the Finger Oscillation Test, and the Speech-Sounds Perception Test.

Halstead was fully aware of the view that prevailed in the 1930's (and well into the 1960's) that brain dysfunction is unitary (i.e. the notion of equipotentiality). Other tests sensitive to 'brain damage' were also available at that time. A well-known example is the Visual Motor Gestalt Test (Bender, 1938), now commonly referred to as the Bender–Gestalt test. Piotrowski might be credited with developing the first ‘impairment index’ when he stated (in reference to interpretation of responses to the Rorschach ink blot test) that, ‘No single sign alone points to abnormality in the psychiatric sense, to say nothing of organic involvement of the brain. It is the accumulation of abnormal signs in the record that points to abnormality’ (Piotrowski, 1937, cited in Lezak, 1995: 773). He considered five signs (out of the ten that he proposed) to be the minimal number needed to support an inference of brain damage, and noted that the number of signs increased with age. Halstead insisted on ‘blind’ administration of tests by trained technicians to ensure objectivity of results, although his qualitative observations were based on an impressive variety of sources. The use of cut-off scores (usually one and a half or two standard deviations from the mean, indicating impairment) and an Impairment Index (the number or proportion of tests on which the patient’s score equals or exceeds the cut-off) as applied to the Halstead–Reitan battery (Reitan & Davison, 1974) attests to the influence of then prevalent theories of brain function on neuropsychological test interpretation. Nonetheless, both Halstead and later Reitan rejected the notion that brain function is unitary, based on the fact that patients with lesions in different areas produced different patterns of performance on the tests (Halstead, 1947; Reitan & Davison, 1974). Over time, there was recognition that identifiable neurological syndromes exist, and rather than apply a fixed battery of tests to everyone, regardless of the diagnosis, a flexible battery approach, espoused by Benton, in which standardized tests are selected to assess the functions most likely to be affected by the presenting conditions, has come to be preferred by the majority of clinicians in the United States.

Alternatives to the Psychometric Approach

The psychometric approach has not gone unchallenged. One of the pillars in the area of assessment in the USA, Anne Anastasi, expressed early concerns about the indiscriminate use of standardized assessment with diverse populations (Anastasi & Cordova, 1953). Further, the essential tenet of this approach is that ‘the final solution to a problem, arrived at within a given time, is an objective measure of an underlying cognitive mechanism’ (Kaplan, 1988: 129). A number of people have taken issue with such a premise, pointing to the multifactorial nature of the tasks used for assessment, and the various routes that an individual can take to reach a solution (e.g. Luria, 1966; Walsh, 1978; Kaplan, 1988). The score-based approach to assessment is quite different from an attempt to understand brain–behaviour relationships in terms of the way in which the organism or person interacts with the environment to attain a goal, regardless of the integrity of the nervous system. As early as the mid-1920s, Luria and his mentor Vygotsky in the USSR had decided that the best approach to understanding higher cognitive functions was two-pronged: to study their normal development on the one hand, and their ‘decomposition’ in brain-damaged individuals on the other. Vygotsky felt that the earlier work of the 19th century neurologists was limited by the absence of an adequate theory of psychology (Luria, 1979). Luria and his followers emphasized an analysis of performance based on the belief that behaviours are the result of functional brain systems that interact with each other. Thus, a function could be suberved by various subsystems, and difficulty in performing a task could be the result of a breakdown in any of those mechanisms. Conversely, compensatory routes engaging alternate subsystems can sometimes be utilized to achieve the same goal. This approach was particularly relevant to the rehabilitation of individuals who sustained
brain damage during World War II. Analysis of the compensatory strategies that are or can be brought into play to reach a goal (that is, an analysis of the different circumstances that elicit or inhibit a given behaviour) provides a basis for intervention that can enhance the individual’s success. Largely for this reason, Luria’s approach to neuropsychological assessment has been widely adopted in rehabilitation centres throughout the world (e.g. Caetano & Christensen, 1997). His work has had a wide-ranging impact in neuropsychological practices and assessment in many countries.

Evolving Procedures and Roles for the Neuropsychologist

Christensen (1979) attempted to systematize Luria’s approach to testing in order to make his procedures more accessible to a wider audience and to present stimuli in a format and sequence consistent with Luria’s conceptualization of cortical functions. In the United States, this approach was assimilated within a quantitative scoring framework by Golden and his colleagues, and is now known as the Luria-Nebraska Neuropsychological Battery (Golden, Purisch, & Hammeke, 1981). This battery is rarely in use today, as it has been widely criticized on a number of both conceptual and methodological grounds (Lezak, 1995). The publication in 1976 of Lezak’s ‘Neuropsychological Assessment’ (now in its 3rd edition), which describes and reviews many tests, as well as syndromes, provided an important resource to the field. One of the legacies of Luria’s conceptualization of a hierarchy of cognitive abilities has been the need to separate the impact of primary on secondary functions (e.g. the need to assess activation and attention as they relate to memory and other higher mental processes). An important distinction must be made, especially in clinical practice, between psychometric testing (which in many clinics is performed by technicians) and neuropsychological assessment (which involves the interpretation and integration of information regarding the patient). A comprehensive neuropsychological evaluation will, at a minimum, address basic attentional, linguistic, visuo-perceptual and visuo-constructional, motor, learning and memory, calculations, sequencing, executive and emotional functions, social interactions, and problem-solving abilities. The importance of reviewing the records, obtaining a comprehensive history, family interviews, and an analysis of the person’s goals and behaviour across different settings and over time, provide a more contextualized understanding of the individual as a whole, and better insights into how recommendations can be realistically formulated (Armengol, Kaplan, & Moes, 2001). Attention to the role and possible impact on testing of medication, pain, physical limitations, and mental status (including neurovegetative functions such as sleep, appetite, sensorimotor changes, and mood) is essential.

Technological breakthroughs in the field of neuroimaging, specifically the advent of the CT scan in the early 1970s, and more recently with technologies that allow visualization of areas of brain activation (such as functional Magnetic Resonance Imaging (fMRI) and PET/SPECT scanning), along with the availability of more sophisticated neuropsychological evaluation procedures in clinical settings, has gradually changed the focus and role of neuropsychological assessments. No longer is lesion localization the primary aim; rather, it has shifted in the direction of describing and understanding the functional consequences and rehabilitation implications of brain dysfunction. An important exception to this in the USA has been the area of forensic neuropsychology, where the focus continues to be on establishing the presence of structural brain damage following injury, with its functional and prognostic implications. This is particularly a concern in cases of minor head injury, where neuroimaging is likely to be unhelpful and where the potential for malingering is inevitably raised. This has led to interest in measures designed to detect deception (if only to be preemptively refute the assertion of malingering in the majority of cases), as well as an appreciation for the need to take into account the baseline incidence in the normal population of symptoms and patterns of test scores, in order to be able to establish the presence or absence of pathology.

In light of relatively new standards for presenting evidence in courtrooms (i.e. the Daubert rule of 1993), clinical neuropsychologists have had to rely on standardized instruments (rather than clinical experimental techniques) to document changes in functioning.
Over the years, within the experimental tradition of cognitive psychology, investigations of selective deficits in individuals with brain lesions led to the identification of discrete components of complex functions, as well as the development of ingenious and elegant laboratory procedures to demonstrate disconnections, levels of processing, and double dissociation of functions (e.g. Warrington, 1982; Shallice, 1988; McCarthy & Warrington, 1990; Gazzaniga, 1995). Experimental paradigms that have been used with lesioned non-human animals have also been applied in research and clinical settings to see if brain–behaviour relationships established for other species can be successfully applied to the study of humans. A good example is the use of delayed object alternation tasks with individuals who have sustained prefrontal damage (e.g. Oscar-Berman, McNamara, & Freedman, 1991).

**Current Trends**

Edith Kaplan, who was trained by the developmental psychologist Heinz Werner, has formulated and championed a process approach to neuropsychological assessment. ‘For Werner (1956)’ every cognitive act involves “microgenesis” (i.e. an “unfolding process over time”). Thus close observation and careful monitoring of behaviour en route to a solution (process) is more likely to provide more useful information than can be obtained from right or wrong scoring of final products (achievement’) (Kaplan, 1988). The Boston Process Approach, as it is known, attempts to bridge the case study method (grounded in an understanding of neuropsychological syndromes) developed by Luria on the one hand, and the focus on the need for replicable, empirical, and normatively standardized data, on the other. This has been pursued in several ways. Following up on developments in cognitive neuroscience, new tests such as the California Verbal Learning Test (Delis et al., 1987) and the Delis–Kaplan Executive Function System (Delis, Kaplan & Kramer, 2001), were developed to better assess aspects of learning and executive function which are found to differ among patients with different neuropsychological disorders. This approach has also included (a) the addition of standardized procedures to existing tests to assist in clarifying the process underlying a patient’s response (e.g. the Weschler Adult Intelligence Scale as a Neuropsychological Instrument or WAIS-RNI, and the Wechsler Intelligence Scale for Children as a Process Instrument or WISC-III PI); (b) the addition of new indices to score existing data that allow for better capture of relevant process variables (e.g. new methods to score the Rey–Osterrieth Complex Figure drawings, as developed by Stern et al., 1995); and (c) a conceptual reanalysis of performance on existing tests based on alternative theoretical models (see Poreh 2000, for examples of this last approach). Poreh (2000) refers to this new trend as the ‘Quantified Process Approach’. One of the potential advantages of computerized approaches to assessment is the ability to capture sequential qualitative aspects of performance, although this potential remains largely unfulfilled at this time.

**FUTURE PERSPECTIVES AND CONCLUSIONS**

Neuropsychological assessment is central to attempts to understand the biological bases of behaviour. Even as our technology becomes more sophisticated and we unravel genetic codes, behavioural functions must be mapped, and behavioural and cognitive markers for particular syndromes and disorders become more relevant. Structural and functional in vivo neuroimaging techniques provide exciting opportunities to examine patterns of brain activation during the performance of tests and induced psychological states. Neuropsychological assessment must keep pace with the new demands imposed by technological advances and limitations. Tests adapted for presentation during fMRI are good examples of the latter (e.g. Whalen et al., 1996). In the immediate future, the greater use of computerized technologies will open possibilities for more naturalistic assessment, the evaluation of more complex behaviours, and the ability to collect a wide sample of measures, including the incorporation of physiological measures, concomitantly with performance of various activities. One area with particular promise for assessment and rehabilitation is the developing field of virtual reality (Riva, 1997). Neuroimaging has also permitted an analysis of brain functioning in individuals who differ in terms of the ecological
demands placed upon them, such as illiterates and bilingual subjects (e.g. Castro-Calda et al., 1998; Perani et al., 1998). The finding that structural and functional differences emerge under different environmental circumstances reinforces the need to take into account issues relating to ecological validity. That is, tests that have been developed for one population may have limited validity when administered to a different population (this certainly applies to populations in different stages or trajectories of development). Similarly, results that are obtained under one set of circumstances (e.g. the clinic or research laboratory) may not generalize to other, more typical daily tasks and situations. Clearly there is much work to be done in this area.
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INTRODUCTION

Psychologists interested in describing, diagnosing or changing organizational behaviour are compelled to assess psychological properties of organizations at some stage of their work. It is for this reason that, as in other applied fields, multiple approaches and techniques concerning psychological assessment have been developed and used in organizations. The present article aims to describe a multilevel psychological assessment, adopting a social systems perspective. To this end, we define psychological assessment of organizations, analyse how it is implemented at different levels, and present future perspectives.

CONCEPT AND OBJECTIVES OF ORGANIZATIONAL ASSESSMENT

Psychological assessment of organizations refers to the measure of human behaviour in organizations using scientific instruments. The primary objective of this assessment is to describe the organization as an individual and collective behaviour system accurately. However, psychological measures should be also relevant in terms of practical implications, serving the purpose of helping managers and other members of the organizations to make decisions.

Traditionally, psychological assessment in organizations has been restricted to the measure of individual differences, implicitly assuming that organizational effectiveness is the result of the aggregation of the psychological characteristics of individuals. This individual level of analyses, however, is limited and the measurement of the work group and the organization as a whole offer a complementary and more comprehensive assessment. Psychological properties exist at different levels of analyses and all of them contribute to the effectiveness. Thus, a multilevel assessment is needed in obtaining a deeper description of the organizations.
MAIN TOPICS IN PSYCHOLOGICAL ASSESSMENT AT DIFFERENT LEVELS OF ANALYSES

The Individual Level

There is a persistent interest in the study of individual experiences in organizations and continuously there are emerging topics and controversies (Nord & Fox, 1996). Personality, cognitive, affective, and behavioural variables have been assessed during decades. With this in mind, the most relevant issues currently associated with the measurement of individuals in organizations are summarized in this section.

Personality

Individuals can be characterized by a number of enduring dispositional properties, which help to understand people’s behaviours in Organizations. One of the most popular methods of assessing personality is derived from the big five theory. Through self-report inventories, five dimensions of personality are measured: (1) extraversion; (2) emotional stability; (3) agreeableness; (4) conscientiousness; and (5) openness to experience. Several authors prefer the use of a composite of several big five constructs, labelled integrity test, because this broader measure can be more reliable in predicting overall job performance. However, narrower trait constructs can show better prediction of specific job performance criteria within specific occupations (Gatewood, Perloff, & Perloff, 2000).

Knowledge, Skill, and Abilities (KASs)

KASs are defined, respectively, as the amount of factual information known by an individual, his/her conduct of job specific activities, and his/her conduct of generalized job activities. With respect to the abilities, different goals are associated with the measure of general mental ability or ‘g’ versus specific abilities. Although there is some consensus about the predictive efficiency of the ‘g’ factor, measures of specific abilities tend to be more useful when the goals are understanding people’s behaviours or their classification. Given that abilities, as they are measured by aptitude tests, refer to a wide and general range of human experiences, more circumscribed measures of skills and knowledge have been developed in order to improve the validity of measures. This is the case of interpersonal skills, which are especially critical in customer service jobs, work groups, and leadership. Also, job knowledge and tacit-knowledge measures are closely related to specific job performance criteria. For instance, subjects can be exposed to a job-related situation, and their capabilities to solve problem situations can be measured through assessment centre procedures.

Individual Performance

Production (e.g. quantity) and other employee behaviour records (e.g. absenteeism) are used as objective direct or indirect measures of individual performance. Also, subjective evaluations from individuals familiar with the work of the focal person are considered (e.g. 360° feedback). These performance indicators are the result of task and contextual performance. The first is defined as the proficiency with which subjects perform core technical activities of well-defined jobs. Thus, cognitive abilities are relevant for predicting task performance. In contrast, contextual performance is defined as extra-task proficiency that contributes more to the organizational goals, including aspects such as enthusiasm and volunteering to make duties not formally part of one’s job. It is assumed that personality variables are critical for predicting contextual performance criteria (Arvey & Murphy, 1998).

Work Attitudes

Work attitudes are defined as positive or negative evaluations about aspects of one’s work environment (O’Reilly, 1991). The most common constructs measured by attitude instruments are job satisfaction, commitment, involvement, and stress. Satisfaction refers to an emotional state resulting from job experiences. The questionnaires used to measure job satisfaction can be classified in two groups: measures of overall satisfaction and measures of satisfaction with specific aspects of the job (Peiró & Prieto, 1996). The most frequently measured facets are satisfaction with pay, promotion, supervision, and job content (Gatewood et al., 2000). With regard to commitment, there is no generally accepted definition and measurement. While affective commitment measures include aspects such as loyalty towards the organization,
the effort to achieve organizational goals, and the acceptance of organization's values, continuance commitment measures are related to the personal sacrifice associated with leaving the organization and the perceived employment alternatives. Finally, another measure of work attitudes refers to the degree to which the job experiences are perceived as stressful. However, caution is needed because self-report measures of stress may be easily inflated by the person's disposition toward negative affectivity (O'Reilly, 1991).

**The Group Level**

The work group consists of individuals who see themselves and who are seen by others as a social entity, who are interdependent because of the tasks they perform as members of a group, who are embedded in one or more larger social systems (e.g. organization), and who perform tasks that affect others (Guzzo & Dickson, 1996). Psychological assessment at group level is primarily focused on three aspects: design, processes, and performance.

**Group Design**

Although a good group design cannot guarantee a satisfactory group functioning, it is necessary to facilitate competent group behaviours. It is for this reason that group design should be measured and controlled. Of the different facets of group design (structure of task, group composition, and establishment of norms), composition of group has received increasing attention, especially heterogeneity (Guzzo & Dickson, 1996). Group heterogeneity refers to the mix of abilities, personalities, gender, attitudes, background, and demographic characteristics. In order to work effectively, a 'right mix' of group members is needed. Efforts have been devoted to assess the right mix of members in terms of abilities and personality (West & Allen, 1997). It is the case of 'skill mix', particularly popular within teams in health service setting, which refers to the efficient balance between trained and untrained, qualified and unqualified, and supervisory and operative staff. Also, personality compatibility can be measured. For instance, according to the Schutz’s theory of fundamental interpersonal relations orientations (FIRO) there are three basic needs expressed in group interaction: needs for inclusion, control, and affection. A compatible balance of initiators and receivers of control, inclusion, and affection characterize effective groups.

**Group Process**

It is generally assumed that, in addition to group design, the process of interaction among group members affects the effectiveness of the group as a whole. As Hackman (1987) pointed out, assessing group process can pursue different goals. A trained observer can focus on the interpersonal transactions that reflect conscious and unconscious social and emotional forces (e.g. who is talking with whom). Group process assessment can also be focused on the issues of interaction directly related to work of group on its task (e.g. the degree to which knowledge and skill members are used). Group interaction can result in 'synergy'; that is, outcomes that are different from those that would be obtained by simply adding up the contributions of individuals (Hackman, 1987). Synergy can be positive (e.g. a very creative solution of a job-related problem) or negative (e.g. a severe failure of coordination). In general, different methods can be used to assess group process. It is the case of some assessment centre techniques (e.g. simulation), where real job tasks are represented and a group of individuals is assessed by a group of judges.

**Group Performance**

Three criteria are typically used to measure group performance: (1) group-produced outputs, (2) the influences of group for its members, and (3) the state of the group as a performing unit (see Guzzo & Dickson, 1996; Hackman, 1987). Although some objective indicators of group outputs can be measured (e.g. quantity), objective criteria are only available for a restricted number of work groups in organizations. In general, the assessment from others (e.g. a manager) is more critically associated with the consequences for a group and its members than objective measures. It is for this reason that there is a tendency to assess outputs in terms of satisfaction of the standards of the people ('clients') who receive and/or review the output. The second measure is related to the impact of group on individuals. It is assumed that the cost of generating group outputs is high if its members are dissatisfied. Accordingly, the degree to which the group
experiences satisfy the needs of group members should be also assessed. The third measure reflects the probability that a group performs effectively in the future. Although the present outputs of a group can be satisfactory, it is possible that the social processes by which these outputs are obtained hamper the group as a performing unit, and its members are not willing anymore to work together on future tasks.

The Organization Level

Individuals and work groups are embedded in a more general organizational system that can be measured itself. Psychological properties of organizations as whole, such as culture, climate, and performance can also be assessed.

Culture and Climate

Although culture and climate have been sometimes used as synonyms, they refer to different concepts. As Schneider (1985) pointed out, culture is a deeper construct than climate has been. While organizational climate is defined as the shared perceptions of employees related to the practices, procedures, and behaviours that are rewarded and supported in an organization, culture refers to the beliefs, norms, and values underlying the policies and activities, as well as the manner in which the norms and values systems are communicated and transmitted. Consequently, the modes by which culture and climate are assessed are also different. Culture is usually measured by using qualitative and case study methodologies. In contrast, the survey approach is the dominant method in measuring climate (Schneider, 1985).

Organizational Performance

Financial performance and productivity are considered as the typical measures of organizational performance as a whole. In addition, other measures associated with customer responses of satisfaction and perceived quality have received increasing attention. While economic measures of performance reflect quantity of outputs, psychological measures of customer evaluations refer to quality of outputs as they are perceived by the customer (Fornell, 1992). Psychological measures offer information that is not included in current-term financial measures (Aaker & Jacobson, 1994). In the absence of alternatives, short-term financial gains are usually used as indicators of long-term prospects. However, the strategies devoted to increase long-term performance often diminish short-term earnings. The myopic management style, focused on short-term gains, can be corrected by considering non-financial measures. In fact, the measurement of customer perceptions of product quality is able to predict information concerning long-term competitiveness that is not captured by short-term financial measures (see Aaker & Jacobson, 1994).

FUTURE PERSPECTIVES

An Integrated Assessment of Organizations

In the preceding discussion, we have analysed how the psychological assessment is implemented at different levels of organizations. However, a more integrated perspective can be considered where the different levels of analyses are interrelated showing complex interactions. Herriot and Anderson (1997) proposed that the relationships between measures at individual, group, and organizational levels of analyses could show three kinds of patterns: complementary, neutral, and contradictory. The complementary interaction is observed when a high score at one level of analysis is desirable in combination with a high score at another level (e.g. when high interpersonal skills are required for both individual work and group working). The neutral interaction occurs when a high score on a construct is desired at one level and simultaneously, it is not applicable at another level of analysis (e.g. when interpersonal skills are required for group working, but they are not related to individual performance). Finally, the contradictory interaction is observed when a high score at one level of analyses is desirable in combination with a low score at another level (e.g. when extraversion is desirable for team working, but introversion is positively related to individual performance). Because of its relevance to research and management, future efforts are needed in developing and testing these kinds of approaches. An integrated assessment is able to describe an organization more accurately, given that it serves to diagnose their complex and contradictory character.
Links Between the Context of Organizations and Psychological Assessment

It is generally assumed by managerial orientations that organizations are free in order to design and implement practices and policies (see Morishima, 1995). However, the external context of organization impacts on the organizational choices, including the type of procedures and techniques used in the psychological assessment. For instance, Rousseau and Tinsley (1997) suggested that the culture of a country (e.g. in terms of individualism vs. collectivism) can be related to the appropriateness of individual versus group measures of performance, as well as to the emphasis on individual-job versus individual-organization or work-group fit measures. Also, Herriot and Anderson (1997) indicated that organizations are now subjected to an environment that changes with an increasing speed and unpredictability. In this context, organizations emphasize the psychological assessment related to employee flexibility, personality, and potential to innovate. Additionally, it is also likely to expect that, in some circumstances, organizations impact on their external context. For instance, organizations can demand an education system in which certifications are highly job-related, given that this type of education can facilitate the measurement and the managerial decisions (e.g. in a selection process). Thus, reciprocal influences between organisations and their contexts can be studied in the future. A contingency approach can be proposed where the psychological assessment depends on the characteristics of external contexts and the nature of the relations between these contexts and organizations.

The Political Face of Psychological Assessment in Organizations

Research and practice in organizations espouses a rational perspective in understanding psychological assessment. Organizations are often defined as rational and efficiency-seeking systems, and managers use psychological assessment in order to achieve valued organizational outcomes. However, their political ‘face’ should also be considered. Following this perspective, the organization is seen as a political system with competing groups and interests, each with its own perceptions of organizational realities. The political face is not everything, but it serves to understand some events related to psychological assessment. Additionally, the ignorance of power in organizations can result in managerial failures and incomplete assessment at different levels of analyses. For instance, there is not only a dominant culture in organizations but also ‘countercultures’ that reflect alternative values. Usually, individuals and work groups that have values and perceptions congruent with those of organizations, especially with the top-management group, also have more power and influence (Friedlander, 1987). Accordingly, it is reasonably to expect that divergent thinking will not be reflected in the measurement of culture. Also, psychological assessment is likely to be used to reinforce and justify the values and perceived tasks of the dominant coalition. Powerful coalitions act within their own reality, which is not necessarily better than other realities constructed within the organization as a whole. Alternative cultures can reflect adaptive values in terms of initiative and creativity. The ignorance of these cultures has contributed to long-term disasters in many companies (see Dachler, 1989). Thus, more effort is needed in order to include the diversity of organizational ‘cultures’ in psychological assessment, as well as in studying the impact of power forces and power games on measurement decisions at different levels of analyses.

CONCLUSIONS

A multilevel psychological assessment has important potential benefits. Using this perspective, the great complexity of organizations is diagnosed, given that the organization is considered as an open social system with different measurable subsystems. Psychologists can focus their psychological assessment at different levels of analyses. Thus, this perspective serves to consider both the micro domain’s focus on individuals and groups and the macro domain’s focus on the organization as a whole.

Additionally, the multilevel psychological assessment is enriched if three complementary perspectives are also incorporated in the future. First, a more integrated assessment can be considered, assuming that constructs measured at different levels of analyses can show complex, even contradictory, relationships. Secondly, there is a need to
study the reciprocal influences, in terms of psychological assessment, between organizations and their external contexts. Finally, the political face of organizations should be measured and analysed in order to obtain a richer portrait of psychological assessment in organizations.
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**A PPLIED FIELDS: PSYCHOPHYSIOLOGY**

**INTRODUCTION**

The major focus of this entry will be to provide a clear rationale for the application of psychophysiological approaches and methods to areas of applied psychology. We will examine the reasons for their application, the psychological constructs and processes to be assessed, the methods employed, and specific issues concerning applied uses of these techniques. Specific guidance on psychophysiological recording has been dealt with elsewhere, together with entries on brain

**DEFINITIONS AND CONSTRUCTS**

Psychophysiology can be loosely defined as the study of psychological constructs and processes using non-invasive physiological measures (see Cacioppo, Tassinary & Bernstron, 2000; Turpin, 1989). Traditionally it is distinguished from physiological psychology by emphasizing the importance of studying the intact and conscious organism, usually in the absence of invasive techniques, which might disrupt and limit consciousness or behaviour. As such, the usual domain of psychophysiology has been the measurement of peripheral autonomic and central cortical measures within human participants studied whilst engaged in psychologically relevant tasks or natural situations. In contrast, physiological psychology has tended to use animal subjects and to measure invasively, usually directly from the nervous system, using implanted electrodes, and frequently employing invasive manipulations such as lesioning, infusion of pharmacological agents, direct stimulation etc. More recently, these boundaries have become less distinct since physiological psychology has been incorporated within the greater multidisciplinary arena of neuroscience, and psychophysiology has been extended by more direct but still non-invasive measures of brain activity and structure such as functional imaging, dense array electroencephalography and magnetoencephalography (see Cacioppo et al., 2000). Nevertheless the cardinal features of psychophysiology as being the study of psychological processes, largely from human participants and using non-invasive physiological measures, are central to the successful application of the discipline to more applied areas of study.

**APPLIED PSYCHOPHYSIOLOGY**

Psychophysiology has always been essentially an applied discipline since its identity has been very much to do with the measures employed and their various applications. Recently, Cacioppo et al. (2000) described this as systemic psychophysiology, which refers to the study of the various physiological systems (i.e. electrodermal, cardiovascular, cortical etc.) with respect to measurement, quantification and their relationships to psychological processes and paradigms. Much psychophysiological research has been methodologically focused in validating either specific physiological measures or their use as indices of psychological constructs. Subsequently, these measures have then been applied to theoretical questions derived from other branches of psychology including both fundamental and applied research. Traditional areas of application have included psychopathology research and the search for physiological markers of psychological disorder, as well as the development of clinical assessment and outcome measures (Keller, Hicks & Miller, 2000; Stoney & Lentino, 2000; Turpin, 1989). The measurement of stress and cognitive performance using psychophysiological parameters has also meant that these techniques have been used extensively within human factors and ergonomic research (Kraemer, & Weber, 2000). Other applied areas where psychophysiological approaches have been adopted have included attitude measurement, applied developmental psychology, environmental and specific polygraphy (i.e. lie detection) applications (Cacioppo et al., 2000).

What are the benefits of using psychophysiological approaches? The answer lies in the range of psychological constructs and paradigms for which psychophysiological indices or measures have been derived. Cacioppo et al. (2000) in addition to describing 'systemic psychophysiology', also identified 'thematic psychophysiology' which describes topical areas of psychophysiological research. They cited the following examples: cognitive psychophysiology (human information processing and physiological events); social psychophysiology (reciprocal relationships between social systems and physiology); developmental psychophysiology (developmental and ageing processes); clinical psychophysiology (study of disorders); environmental psychophysiology (person–space interactions) and applied psychophysiology (psychophysiological technologies such as biofeedback, lie detection, man–machine instruction etc.). These topics are
exhaustively covered within their handbook. Similarly, we can identify at a more detailed level a myriad of psychological processes and constructs (e.g. attention, attitudes, emotion, memory consolidation) for which there are claimed to be psychophysiological indices or correlates (see Hugdahl, 1995). For example, a class of evoked potential measures of brain activity called the ‘P300’ is said to be associated with a variety of psychological processes surrounding stimulus evaluation, categorization and context updating (Donchin & Coles, 1988). Similarly, evoked potential Mis-Match-Negativity (Näätänen, 1992), cardiac deceleration (Graham, 1979) and the electrodermal response (Siddle, 1983) have all been associated with the detection of mismatches due to changes in stimulus novelty or significance.

It is apparent that psychophysiological correlates exist for a wide range of psychological constructs. The question, therefore, arises as to what advantages psychophysiological assessments present with respect to performance or self-report measures? It is claimed that psychophysiological measures have the following advantages: they are objective and free of either subjective or observer bias, they are continuous and unobtrusive measures, they can accurately indicate the timing of psychological events, and they may indicate the nature of mechanisms underlying the brain–behaviour relationships under study. Within an applied setting, many of these advantages become even more important. The ability to obtain objective and continuous measures which do not require either self-report or observation means that physiological measures indicating psychological changes in either state or processes may be studied in difficult or inaccessible environments. These could range from space flight to studying arousal processes in married couples during naturalistic social interaction (Gottman & Levenson, 1992). The emphasis on objective versus subjective report also means that data maybe obtained from individuals with communication difficulties either due to cognitive impairment or age and temperament. Indeed, with respect to many psychological processes, it is argued that a comprehensive understanding is not possible without recourse to physiological measurement. Lang’s classical work (Lang, 1968; Turpin, 1991) on the measurement of anxiety and the three systems approach which utilized

behavioural, cognitive and physiological approaches is a prime example of this argument. Moreover, there may be situations where systematic biases might be introduced with respect to self-report (i.e. forensic settings) where the assessment of ‘truth and honesty’ (i.e. lie detection) or the presentation of certain disorders (e.g. Post-Traumatic Stress Disorder) are claimed to be more accurately assessed using psychophysiological techniques. This raises the interesting question as to how objective psychophysiological indices truly are and whether they themselves can be subject to conscious manipulation and bias (Iocano, 2000).

Doubts concerning objectivity are not the only disadvantages to be considered when adopting psychophysiological techniques. Whether claimed psychophysiological indices of putative psychological constructs are either reliable or valid may also be subject to challenge. With respect to reliability, psychophysiological measures might be heavily influenced by the setting and situation in which they are obtained. This may give rise to problems of generalizability, if care is not taken to carefully standardize methods, settings, paradigms and materials. Reported test–retest reliabilities vary considerably across different psychophysiological indices (Strube, 2000). Similarly, due to the practical constraints of assessing large numbers of individuals, standardised norms for psychophysiological measures are few and far between. This provides very definite psychometric limits to the application of psychophysiology to the single case.

Specific psychophysiological theories are also limited and measures are usually interpreted within the context of other theoretical frameworks from cognitive psychology and elsewhere. Sometimes this results in psychophysiological measures having particular interpretations, which are assumed rather than empirically based. An example being whether cardiac deceleration, a common psychophysiological response, should be interpreted as an index of the orienting response, the detection of stimulus novelty or merely just stimulus registration (Ohman, Hamm & Hugdahl, 2000). Similarly, psychophysiological constructs can persist even though their empirical basis may be either insubstantial or even contradictory. Perhaps the best example and one, which is commonly used within applied settings, is the notion of arousal.
Arousal is still used as a major explanatory concept in many applied social and clinical settings despite much psychophysiological research, which has been deeply critical of the construct (Gardener, Gabriel & Diekman, 2000; Turpin & Heap, 1998). This can lead to major problems regarding interpretation and construct validity.

Finally there are issues to do practical utility. Psychophysiological measures usually require complex electronic machinery for physiological measurement, sophisticated computer software for data acquisition and analysis, laboratory environments and trained technicians. These resources are expensive and may not be widely available. Furthermore, the reliance on laboratory settings may also preclude many applied settings. Consequently, many recent applications have relied on the development of ambulatory methods.

**Applied Constructs and Uses**

As discussed above, there are a wide range of potential applications for psychophysiological measures and approaches. Within the space limitations of this entry it is impossible to present even an overview of different types of applications. However, we will describe some recent examples. Before doing so, a distinction perhaps needs to be made between applied research and research in applied settings. Much psychophysiological research is geared to applied questions relating to psychological understanding of important issues such as health and disease. However, this tends to be laboratory-based experimental research and is directed at using psychophysiological measures to seek answers to fundamentally theoretically relevant questions but with consequences for applied areas. For example, there has been an impressive growth in studies employing the potentiated startle paradigm as a method of assessing emotional valence, and anxiety in particular (Lang, Bradley & Cuthbert, 1990). At a theoretical level, this research has increased understanding of how fear cues are processed at both conscious and pre-attentive levels, and the possible neural substrates underlying some of these mechanisms (Lang, Davis & Ohman, 2000). The question arises, therefore, whether these techniques can be transferred into an applied setting and used for more practical purposes? Could measures of potentiated startle be used to discriminate between different diagnostic groups of anxiety disorders, could they accurately track response to treatment and indicate therapeutic outcomes and gains? Unfortunately, there are in reality few areas of psychophysiology, which are used routinely in professional psychology practice. Perhaps the only real examples are biofeedback treatments and polygraphy. Nevertheless, major areas of psychophysiological endeavour such as evoked potential research influence practical applications in other areas such as clinical neurology or audiometry.

Common clinical research applications of psychophysiological measures have been as measures of attention within schizophrenia: these have included electrodermal measures of orienting, P300 type event-related potentials (EP) and early sensory gating EPs (Miller et al., 2000). Recent applications of dense array EEG to look at lateral distribution of brain activity, especially over prefrontal cortex and its relationship to affective processing and depression (Davidson, 1992). Anxiety disorders research has focused on the potentiated startle paradigm (Lang et al., 1990), as described above, together with studies of autonomic balance within Generalized Anxiety Disorders (Thayer & Lane, 2000). Therapeutic applications of psychophysiology continue in the form of studies of relaxation and meditation (Schwartz, 1995).

Psychophysiological studies within the discipline of health psychology continue to examine mechanisms underlying cardiovascular disease (Stoney & Lentino, 2000). Studies aimed at assessing cardiovascular reactivity to psychologically challenging events continue to be performed (e.g. Fredrickson & Matthews, 1990). A particular focus is the relationship between laboratory-based studies and ambulatory-monitoring based studies of reactivity. Psychophysiological measures have been particularly adopted to assess the role of stress in contributing to the aetiology and maintenance of common physical conditions. In addition to the usual autonomic measures such as heart rate and blood pressure reactivity, many studies examining `stress’ exploit techniques from psycho-immunology and endocrinology: using biochemical assays of immune or hormonal status (Uchino, Kiecolt-Heath & Glaser, 2000).
Human factors psychophysiology has traditionally examined problems such as assessing alertness and sleep quality, mental workload and performance, and man–machine interactions. A full range of measures have been employed including endocrinological assays (Lovallo & Thomas, 2000) to evoked potential applications to man–machine interactions. Spectral analysis of physiological parameters over extended periods of time or different activities is a technique frequently employed in ergonomic applications. Mulder (1992), in particular, has exploited measures of heart rate variability to assess attentional and workload factors.

CONCLUSION

Psychophysiology has a long tradition as being used within applied settings. Advances in technology have broadened the range of settings in which psychophysiological measures can be obtained. Developments in neuro-imaging (e.g. Reiman, Lane, Van Petten & Bandettini, 2000) also mean that psychophysiological techniques can now address exciting questions of functional brain–behaviour relationships. Hopefully, these techniques will be extended so as to include more applied questions and applications.

References.


INTRODUCTION

Very broadly one might say, that wherever people are busy there is a chance and a need for psychological assessment. However, it is impossible to name all fields in work and industry which are open for psychological assessment. The psychological assessor just has to look at the world of work and industriousness around him in order to find out what he might contribute. This may be done in terms of theories and constructs which allow to evaluate work and industriousness. This may be done by instruments which operationalize constructs and measures that are reliable and valid. This may be done in terms of methods, designs, and results to present to a customer or a team of experts.

One approach to systematize assessment in applied fields in general, and of work and organization in particular, is to take an Individual, Group, or Organizational perspective.

INDIVIDUAL PERSPECTIVE

Starting with assessing the Individual within a company or an organization one might question ‘what, when, what for’: Of course, psychological assessment is of interest in order to learn more about the individual’s strengths and weaknesses, about his attitudes and beliefs, and about his competencies and potentials. Here, methods like in mental tests, reaction time studies, occupational personality scales (Ones & Viswesvaran, 2001), motivation scales, and opinion questionnaires are called for. The aim is to describe a person as fully as is needed to evaluate of how she or he will do (well) on a prospective job. Thus data at job entry are


used to forecast the ‘zone of proximal development’ of an applicant. One has to recognize (see Furnham, 2001) that an individual:

- *chooses* a job based on pay, location, job security, and training based on his personality traits, attitudes, and values.
- *adapts* to a job out of necessity, insight, motivation
- *changes* a job by altering the physical and social environments.
- *evolves* with new technology, markets and global requirements according to what he understands are necessary requirements in the future.

All this is open for assessment. But assessment of an individual does not stop at job entry. Any job confronts incumbents with a variety of minor and major challenges. One of it is to learn to function well at a certain position. Thus learning gains or developing several competencies are of interest to assessors. Assessment results lead to improve the interaction with the individual and the work place by considering human factors for improved functioning, by motivating the individual, by designing up to date remuneration schedules, by considering aptitude treatment interactions in designing effective training programs, by monitoring communication and coordination with others, by communication and coordination programs to name but a few.

A new aspect for assessment emphasizes licensing professionals as an aspect of overall quality assurance in production and service. Companies may want coworkers who have knowledge, skills, and competencies to deal with their products within the company itself but, even more important, at all customer sites. The service person for a database product of a regional bank may create quite a loss if a new program release is not handled with care. This is part of the liability movement in modern societies which assures that products and services do not do any harm to others. Here, with each new product and each new service there has to be a model of proper use and a contingent assessment of its components. So assessment takes place in regard to accreditation and licensing.

During a person’s professional life there are numerous occasions to assess what an incumbent’s profile of competencies is like, or to find out about the set of strengths and weaknesses in order to assign someone to a proper position for the sake of himself and the benefit of the organization. Placement decisions should be based on sound assessment data.

Even at the end of a career, assessment may help to find a new position outside the organization by means of outplacement or early retirement plans. One might also have to look at the loss or weakening of competencies and skills over time and find means and measures to decide about rehabilitation programs. Here, it is of interest what residual competencies are available, to which degree, and how they should be built upon in a rehabilitation training.

Seen as such, psychological assessment is a work life long companion activity which serves the individual and the organization in order to fruitfully monitor the interaction between both of them. The psychological well being of the individual is a target as also the reasonable use of his forces at work. Assessment emphasizes prerequisites to job demands, trainings, and personality developments. However, it also emphasizes effects of all the aforementioned after a new job was assigned, a training was accomplished, and a personal challenge was taken. Assessment data are vital to human resource management and thus have to be valid, reliable, and objective in the first place to sustain all personnel decisions that are taken.


**GROUP PERSPECTIVE**

Assessment at the group level is mainly oriented towards productivity, conflict resolution, good communication, and coordination. One may want to look at the social functioning of a team by means of a sociogram (Moreno, 1951; see
Sociometric Methods (this volume), by means of interaction analysis (Bales, 1950, SYMLOG), by means of a questionnaire about role ambiguity (Rizzo et al. 1970), or by observation studies in an obtrusive or non-obtrusive manner (Putnam and Jones, 1982).

Some assessments are status oriented and should allow to judge what are the prevailing attitudes or obstacles in group life in order to go from here to improve it. Actions may involve changes in group memberships, group trainings, or re-groupings at large.

More of a process-oriented approach is called for if monitoring of actions is of interest. Longitudinal assessment data are needed to describe what changes take place in a group and explain why these changes occur. Cross sectional data reveal how different groups develop independently from each other. Harrison and Shirom (1998: 161) present some key group factors: (1) Group Composition, Structure and Technology like nationality mix, divergence of professions, decision procedures, control procedures like evaluation, comprehensiveness of controls, and (2) Group Behaviour, Processes, and Culture like relations among members, reward types, direction of information flows, openness, decision making, supervisory behaviour (supportiveness, participation, goal setting, performance expectation, conflict management).

Topics may range from modern shift systems, remuneration schedules, new production techniques, new forms of cooperation and coordination, integrating minorities, client centredness of work, quality assurance at each production step, self-organization of the team, group cohesion, role conflicts/clarity, mobbing propensity, co-worker-supervisor relationship, learning needs. This list is by far not complete but it displays minor and major topics which may be subject to an in-depth assessment. Practical problems are closely linked to some kind of sometimes political action on behalf of the management and the labour union representatives.


**ORGANIZATIONAL PERSPECTIVE**

Organizational assessment is by far more macroscopic than the foregoing two approaches (see Harrison and Shirom, 1998). First, it has to be defined, what is the organization under scrutiny. Some of them are small shops in a small region and others are global players operating on quite diverse markets. Second, the perspective may change if one considers an organization from within, its inner dynamics, its members, in contrast to considering clients, suppliers, and organization members at the same time.

In order to assess, i.e. describe, an organization’s climate, for example, quite different actions have to be taken. One has to look at what attracts people to an organization, what keeps them within, and what are the typical characteristics of those who are there for a given time (Schneider, 1987). So even for personnel marketing and in recruitment campaigns one may want to use self-assessment instruments (see Self Assessment in this volume), Pritchard and Karasick (1973) provide a scale with eleven dimensions like Autonomy, Conflict vs. Cooperation, Social Relations, Structure to name but a few. Based on this and other research, James and James (1989) provided a model which emphasizes (1) role stress and lack of harmony, (2) challenge at work and autonomy, (3) facilitation by leadership and support, (4) cooperation, friendliness, and warmth in a team. As Weinert (1998) points out these factors are related to roles, leadership, and teams.

Organizational culture (Schein, 1985; see Assessment of Organizational Culture this volume), an adjacent construct, emphasizes common shared values, norms, goals, beliefs, and perspectives. Thus here the scope is on meaning, intentions, purpose of work and tasks, as well as on methods to achieve organizational essentials and underlying norms and values in all what members do. Artifacts and behaviour patterns are by far more visible than beliefs, cognitions, and basic assumptions within a company. Sackman (1992) referred to cognitive orientations as part of organizational culture and identified four forms:

- dictionary knowledge – definitions of labels and definitions
- directory knowledge – assumptions of how common practices work and what are presumably causal relations
The reasons for an assessment are manifold, too. There may be a constant interest in changes of the organization, a need to assess the organization prior or as a consequence of a reorganization, an in-depth view of what merging with another company had as effect, to assure that new products and production techniques are adopted by the workforce, to find out how new markets would affect the members, and what challenges are perceived in the light of new clients. The scope is always to find out something about the organization as a whole. Most of this will be assessed by means of questionnaires, but some is discernible by interviews, observation, or unobtrusively browsing through documents, self-reports, marketing material, and guidelines. More qualitative than quantitative results are likely with the latter.

An investigation may be launched at the beginning of a change in organizational behaviour or the end of a campaign. In particular, many questionnaire-based actions are meant to shed light on aspects the management wants to emphasize. So the questions are one means to convey to the workforce what is considered essential to the organization. The questions altogether convey a message as such, and subsequent results tell everyone the degrees to which essentials are shared. If, for example, there are several questions about cooperation formats then the responders are geared to particularly perceive this construct and evaluate his momentary reflections on this. Thus the questionnaire is highlighting a concept which may be on the organization’s agenda.

Scaffoldings of how to organize an assessment are given by the Open-Systems Analysis (Harrison & Shirom, 1998), Six Box Model (Weisbord, 1976), Stream Analysis (Porras, 1987) just to name a few.

**ASSESSMENT INSTRUMENTS**

There are published instruments which allow even standardized interpretation. But their drawback may be that they do not address the present problem and thus do not answer the question raised fully. In the case of assessment of an individual’s behaviour there are numerous instruments from Differential Psychology. But if one addresses group and organizational problems one finds less and less formalized and standardized instruments. One help may be ‘instruments’ shared among psychological assessors who worked out a scale, evaluated it at one site or within one company, but made it available to others. At least some kind of documentation about intended scope, design, and small scale results and evaluations are available (Drasgow and Schmitt, 2001).

So ad hoc instruments are created by internal staff or outside consultants. Often a sound explication and elaboration of constructs is missing. Some instruments lack a theory-based pre-evaluation of questions to be asked. This is sacrificed to immediate results because market forces drive the management to deciding. One may definitely wish that even a ‘simple’ questionnaire is considered and valued as a measuring instrument in itself. It provides sound data only if it had been designed and developed according to goals, established theory, constructs, and empirical results. In ‘rapid practice’ questions are ambiguous and so are results. Often the questionnaire falls short of a sound coverage of facets and so data are incomplete or highly one-sided.

There are, of course, good guidelines (Fleishman and Quaintance, 1984) as to how to construct a good measure. Many instruments ought be based on sound job descriptions to predefine relevant target behaviours, task-related competencies, and job-related social skills (see Job Characteristics Assessment in this volume). Also (item and/or person) sampling techniques (Shoemaker, 1973) allow to save costs at the expense of not asking everyone that should be invested in instrument design and evaluation.

As was mentioned above, apart from questionnaires there may be used interviews, observations, survey-feedback approaches, simulations, grid-techniques (Jenkins, 1998), and scenario techniques for example. However, the less standardized they are, the more the assessment errors that may be committed. In general, any instrument should be closely designed for that purpose it has to serve. Ad hoc instruments should be avoided, but instruments with some empirical underpinning should be preferred. The former only allow
an assessment per fiat and the latter an assessment per fact.

**ASSESSMENT DESIGNS**

Designs of how to conduct an evaluation study (Cook & Campbell, 1979; Sanders, 1994) are available since long. But in regard to sound assessment of effects of introduced changes at the person, group, or organizational level there ought to be more than one measure of an effect, and even a pre-measure should be available as a standard against which one may judge any changes. Restructuring of an organizational unit is quite an investment, and it is desirable to trace back to a prior measure what and how much has changed. Often enough an effect is ascertained but vanishes over time. So more than one post measure is advocated. Designs may be borrowed from Educational Psychology (Campbell & Stanley, 1963) to assure that assessed changes are true changes and not just valid for a short time.

Not only is it possible to sample individuals, but content areas can be sampled as well (Shoemaker, 1973; Hornke, 1978) in order to have a sound picture. It is not necessary to ask everyone the same questions, and have many duplicated answer pattern. Good design of individuals and content samples yield sufficient reliable and valid data and will help to save costs quite a bit. It just demands a bit of prior construct knowledge, some speculation about possible effects, and a kind of intelligent logistic in regard to data collection. Not any all-embracing survey is worth its efforts and investments. Sometimes a sound less is much more!

**FUTURE PERSPECTIVES AND CONCLUSIONS**

The initial and implicit question, of what the fields of psychological assessment are in regard to work and organization, can only be answered at a surface level. It is left to the ingenious assessor and his efforts, interests, and creativity to sense what the fields of assessment activities are. No one assigns them to him and even a contract allows for sound science-based assessments the contractor himself might not have had in mind. Applied fields in this sense are all those fields which help to improve an individual’s, a group’s, and an organization’s life. The latter is for the benefit for all of them.
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INTRODUCTION

In solving daily life problems, we automatically execute a lot of judgement and decision making. We also gather information or consult others in order to make well-informed decisions and judgements. The assessment process in the field of psychology is about the gathering and processing of information by a professional in order to get well-informed judgements and decisions concerning a specific request made by a person or an organization. The client is either a person or an organization that made the request; the subject is the person or organization who is the target of the assessment. Psychological assessment refers to the judgements and decisions made by the professional psychologist. Assessment process refers to how these judgement and decisions came about and how these judgement and decisions are communicated to the client.

Contrary to the layperson, the professional has the obligation to process his judgements and decisions according to three sets of standards: ethical standards, social standards, and methodological standards. Ethical and social standards apply to all fields of professional psychology. It is with respect to the methodological standards that the professional gets his or her identity as an academically educated expert in a particular field. Most methodological standards in the field of assessment published in the standards of the professional organizations are related to the methods and procedures the psychologist uses in collecting information. Standards or guidelines with respect to the assessment process are not so well articulated. Actually, it is only recently that the European Association of Psychological Assessment installed a Task Force to formulate Guidelines for the Assessment Process (GAP) (Fernández-Ballesteros, 1998).

This entry contains four sections. The first section highlights the distinction between assessment and testing. The second section analyses the assessment process. The third section mentions some of the biases that may disturb the intrinsic validity of the process and mentions some remedies proposed in the literature. The fourth section points to developments in the field that try to model the assessment process. The last section pays attention to the most recent contribution to the field, which is the production of professional guidelines for the assessment process.
ASSESSMENT AND TESTING

The relatively late attention to the quality of the assessment process might partly be explained by the dominant position of the psychometric approach in assessment. Psychometrics is the discipline that deals with formal statistical foundation of measuring and validating individual differences. In the field of applied psychometrics this tradition focuses on two issues: the development of psychometrically sound tests and the validation of these tests with respect to external criteria. A test is psychometrically sound when it proves to be an objective, quantitative, and reliable measure of individual differences. It is psychometrically valid when its scores predict the position of the examinee on some other criterion or characteristic. In order to be accepted as a test, the instrument must be constructed and validated according to the prescriptions of the existing psychometric theories (Allen & Yen, 1979, and Nunnally, 1978, for further documentation). The psychometric tradition has proven very valuable and both test theory and testing are integrated in the academic education of assessors. Moreover, the tradition has witnessed distinguished scholars who published fine books on testing and test use (Anastasi & Urbina, 1997; Cronbach, 1990).

Assessment is a summary term which refers to all the activities the assessor, performs in producing an answer to the client's request. These activities may include testing among other activities, such as analysing the client's problem, generating hypotheses about its causes and searching for the appropriate intervention. It is the analytical and constructive quality of the assessment process that distinguishes assessment from mere testing.

THE PROCESS

The assessor has to analyse the request and to integrate his results in a case formulation, which takes into account the available knowledge in the field. In doing so he has to follow the same kind of logic any scientific researcher follows in deductively inferring hypothesis, in testing these hypotheses, and in formulating conclusions in the framework of the available knowledge. However, although the assessment process follows the same kind of logic as in any scientific search process the context differs basically from that of the scientific process (De Groot, 1969; Sloves et al., 1979).

For the scientific researcher in psychology the context of his or her work is the body of knowledge at a particular domain and the researcher is focused upon phenomena not yet explained within that particular domain. The goal of the scientific researcher is to find descriptions and explanations that generalize across persons and situations. It is not the concrete person who is the subject, but general phenomena such as perception, motivation, or personality dimensions. The assessor, however, focuses on the person with his or her particular problems in his or her past as well as present situation. The primary goal of the process is to contribute to the solution of a person's problems. The more the person's problems can be described and understood as representative for problems shared by other persons, the more the assessor can rely on a common body of knowledge and apply procedures and protocols developed for specific groups of clients. However, in many cases the assessor cannot just apply already established knowledge. Instead, he or she has to rely on his or her methodological and professional experience in using the state of the art in the field to design a client-tailored procedure and to make an educated interpretation of the outcome.

When talking about the client's problem, it is important to make a distinction between adjustment problems and clinical problems. By problem is meant a psychological state of uncertainty for which neither the client nor his or her social network sees a preferred course of action. Adjustment problems are problems all people encounter in their daily life, and for which they may want to seek professional advice. Examples of such problems are marital conflict, study choice, and career planning. Clinical problems are problems that have dysfunctional effects on the psychological and social well being of the client. In assessing adjustment problems, the assessor uses instruments and applies knowledge that belongs to the domain of general psychology. In assessing clinical problems, the assessor uses tools and knowledge that pertain to the domain of clinical psychology.

An important part of the assessment process is the explanation to the client of why and how the assessment tools are applied and how strong the evidence is, which may be the outcome of the process. The kind of assessment tools and
knowledge involved are triggered by the requests
the assessor has to answer. The simplest format
to describe such requests is that of a question as
if phrased by the client. Examples of such
questions within the non-clinical domain are:
‘Am I suited for this type of job?’, ‘Which
qualities do I have to develop in order to be
eligible for this particular education program?’,
‘What conditions at the workplace are respon-
sible for getting the high rate of job turnover?’.
Examples of questions in the clinical domain are:
‘How serious are my anxieties?’, ‘Why does it
happen to a person like me to be burn out’, ‘Do
I need psychological treatment to master my
feelings of self-worthlessness?’.

Concrete requests and related questions auto-
matically specify the kind of assessment activities
the assessor should perform in order to answer
the questions. For instance, in order to answer the
question ‘How serious are my anxieties?’, the
assessor first has to describe the anxieties and,
secondly he or she has to evaluate the anxieties
against some standard or norm of severity. In
answering the question ‘What conditions are
responsible for the labor turnover’, the assessor
first has to check whether the turnover is
unusually high (again evaluation against a
standard). Secondly – when the latter is the case
– he or she has to hypothesize about conditions
and, thirdly, to test these hypotheses by collecting
data and evaluating the outcome.

Whatever the steps taken in the process, the
process ends in an advice to the client. The oral
and written report of the course and outcome of
the assessment process must give the client a fair
and evidence-based account of the given advice.
The assessor should be careful in conveying the
probabilistic and conditional nature of his or her
statements.

FLAWS AND BIASES

The assessment process contains many instances
in which the assessor, alone or in dialogue with
the client, determines the course of action. The
assessor should be aware of and protect him- or
herself against the flaws and biases of clinical
judgement. Clinical judgement refers to informal
and subjective thinking and decision making.
There is ample evidence that the professional
psychologist who is not armed by proper decision
aids is as weak a decision maker as the less-
trained professional or lay-person.

The studies which demonstrate the fallibility of
the clinical judgement and decision making
belong to three different research streams which
can be labelled as the psychometric, cognitive and
social-psychological tradition. The psychometric
tradition offers evidence for the fact that clinical
prediction is nearly always less accurate than a
prediction made by standardized formal predic-
tions. Meehl already drew this conclusion in
1954, and ever since he was supported by many
other reviews, the most recent one was presented
by Grove et al. (2000). If one wants to predict a
person’s state of mind or behaviour in the future,
the best thing to do is to base the prediction on
the outcomes of empirical studies of the relation-
ship between predictor (present state) and
criterion (future state).

The cognitive research tradition presents evi-
dence that cognitive heuristics which allow people
to operate rather well in their daily lives never-
theless may have distorting effects in dealing with
restricted and probabilistic information. Since the
seminal work of Tversky and Kahneman (1974) the
distorting effect of cognitive heuristics have been
demonstrated in all kinds of choice and decision
situations and with all kinds of people, profes-
sionals as well as laypersons (see Baron, 1994, and
Goldstein & Hogarth, 1987, for a review). Of
special critical interest for the assessment process
are the heuristics people use in the generation and
testing of hypotheses. One of the most famous
heuristics in this respect has been called the
confirmatory test strategy. People have the strong
tendency to test hypotheses by searching the
information that confirms the hypothesis and to
neglect searching information that would discon-
firm the hypothesis.

The social-psychological tradition presents
evidence that in meeting the client the clinician
is inclined to select and interpret information
from the perspective of his causal attributions,
stereotypes and characteristics. Of specific inter-
est to the assessment process is the actor–
observer bias hypothesized by Jones and Nisbett
(1971) and empirically demonstrated in several
studies (see Turk & Salovey (1988) for a review).
In explaining their behaviour actors tend to
attribute it to situational factors while observers
tend to attribute this behaviour to internal causes
like traits and motives.
Studies of flaws and biases have automatically led to the question how these flaws and biases could be avoided or at least restricted. Several proposals have been made, ranging from further standardization of data-collection and empirical validation of prediction procedures involved up to debiasing reasoning techniques and computer-ized decision aids. Lists of such proposals are given in Garb (1998), Haynes and O’Brien (2000), and Turk and Salovey (1988).

MODELLING THE PROCESS

In many fields of professional psychology, one always has been well aware of the intricacies and fallacies of an assessment process that is not protected somehow against the flaws and biases of clinical judgement. Considerable progress has been made in standardizing the way in which information can be gathered by using reliable and valid tests by which a client’s response can be compared with that of others. However, not only the data collection and statistical interpretation should proceed properly, the same should apply to the comprehensive assessment process, which starts with the client’s requests and ends in the assessor’s advice to the client.

In non-clinical domains, such as job and curriculum selection, the client’s requests relate to the client’s strengths and weaknesses with respect to a certain job or study curriculum. Here the relevant empirical body of knowledge is the relationship between the client’s characteristics and the success or satisfaction in the job or curriculum at hand. What emanates from this empirical approach is – technically speaking – a multiple regression equation in which the scores on a standardized battery of tests are weighted according to their relationship with the criterion, and combined in such way that the prediction of the criterion is as accurate as possible. The assessment process is modelled after a statistical prediction model. The assessment process reaches a level of standardization that equals the level of standardization of each of its components.

Uncertainty about which job or study to engage in most often presents a problem of choice. Not only the probability of success in each of the choice options is at stake, but also the value each of these options have for the client. The value of having success in a particular career is not restricted to financial profits, but also depends upon more personal values such as social recognition, social identity, and emotional and intellectual satisfaction. The assessment process should result in advice in which probability of success is weighted by the value of that success. In the utility model the assessment process is formalized as the combination of probability and values that apply to each of the choice options (Baron, 1994; Von Winterfeld & Edwards, 1986).

Neither the statistical model nor the utility model are developed to model the full assessment process which starts with the client’s request and results in an advice to the client. Nor do these models formalize the specific decision rules the diagnostician should follow in going through the main phases of the process. Westmeyer (1975) proposed an algorithmic model. In this formal model decision algorithms are supposed to work on an adequate empirical knowledge base which contains complete sets of conditional probabilities for a specified type of both problem and client.

All three models presented so far are normative in the sense that they process information according to statistical or decision rules. Strict normative models set formal conditions that usually cannot be met in psychological practice nor in the knowledge base this practice is supposed to work with (see Westmeyer & Hageböck 1992, for a discussion). Therefore, many students of the assessment process have tried to model the process according to more heuristic principles that could guide the process. Most of these heuristic models have been restricted to a diagrammatic presentation of the assessment process (Maloney & Ward, 1976) while some others (De Bruyn, 1992; Haynes & O’Brien, 2000) have led to elaborations which show how the assessor can proceed if he wants to follow the logical decision flow depicted in the model.

FUTURE DIRECTIONS: GUIDELINES FOR THE ASSESSMENT PROCESS

Despite the growing interest in the quality of the assessment process, a comprehensive set of heuristic guidelines that could support the assessor in executing the process is still lacking. This is in contrast to the related fields of testing (American Psychological Association, 1999) and program evaluation (Joint Committee on Standards for Educational Evaluation, 1994) which eventually
have succeeded in the formulation of standards that monitor professional work. It is only recently (Fernández-Ballesteros, 1998) that a task force consisting of psychologists from different fields in psychology started to think of formulating guidelines to cover all phases of the assessment process. The task force formulated a set of guidelines to cover the phases of analysing the case, organizing and reporting results, planning the intervention, and evaluation and follow-up. (Fernández-Ballesteros et al., 2001). Instead of being rigid rules, fixed forever, these guidelines represent recommendations for professional behaviour.

As already demonstrated in the fields of testing and evaluation, such guidelines highly contribute to the development of the profession. Therefore, as stated by Fernández-Ballesteros et al.: ‘We hope that the efforts made in developing and disseminating these Guidelines stimulate the discussion among interested scientific and professional audiences and, in the long run, will contribute to improve the practice of psychological assessment as well as the education and training of psychological assessors.’ (2001: 185).
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Assessor’s Bias

INTRODUCTION

Psychological assessment is subject to various errors of measurement. While some are random, as assumed in classical test theory, others are systematic and lead to consistent distortions of the true value of a characteristic. These latter errors may be partially due to assessor’s biases. This term does not refer to elementary professional mistakes such as implementing test instructions incorrectly, but to systematic tendencies in case-related information processing that reduce the validity of data. Although these biases normally impair objectivity and reliability, they remain undetected when they are consistent across individuals and time. In addition, a low interrater agreement is not necessarily a sign of assessor’s bias but may be due to valid differences between settings and informants (Lösel, 2001).

Not all types of assessment information are equally susceptible to assessor’s biases. Whereas standardized tests or biographical inventories are less affected, their impact may be strong in unstructured interviews, behaviour observations, or trait ratings. For example, some studies on the judgement of job performance have shown that more than half of the variance is due to differences in the assessors (Scullen et al., 2000). In a meta-analysis, approximately 37% of the variance in ratings was attributed to them (Hyot & Kerns, 1999).

This article concentrates on biases in assessments by other persons (e.g. psychologists, psychiatrists, teachers, or lay informants). Although these biases are similar to the numerous response sets and distortions in self-reports, some seem less important (e.g. lying, simulation, dissimulation, social desirability, or positive self-presentation) and others more relevant (e.g. halo, leniency, stringency, or contrast effects). In the following, we will first describe several of these errors and afterwards address factors that differentiate and moderate these distortions. Finally, we will take a brief look at approaches for detecting and reducing assessor’s biases.

EXAMPLES OF ASSESSOR’S BIASES

Halo and Logical Error

In psychological assessment, a halo effect refers to an overgeneralization from one prominent characteristic of a person to other judgements on this individual. Most typically, it is an overestimation derived from a general impression. For example, if a person is judged to be good in general, he or she will be judged more positively on any specific dimension. Halo errors may arise particularly when there is insufficient information for a detailed assessment or when traits are not well defined. In these cases, the general impression is used to fill information gaps (Saal et al., 1980). A related bias is the logical error. Here, assessors are likely to give similar ratings to traits that seem logically related in their minds (Guilford, 1954). Whereas the halo effect derives from a perceived coherence of characteristics in an individual, the logical error refers to a more explicit and abstract coherence of variables or traits. The latter is often anchored in the assessor’s subjective personality theory.

Both biases produce the same outcome, namely spurious and inflated correlations (Murphy et al., 1993). The underlying mechanisms are also related. Occasionally, a halo effect can have some advantage because it accentuates differences between individuals (Murphy et al., 1993). This is the case when a quick decision has to be made and the core determinants of the halo effect are empirically valid. Then, one can simply follow the useful decision rule ‘take the best, ignore the rest’ (Gigerenzer & Selten, 2001).
Position Effects

Whereas halo effects result from the psychological or logical closeness of the rated characteristics, their sequence or position may have a similar effect. One such distortion is the proximity error. Judgements that are close to each other in time or space contain a higher risk of mutual influence. A related error is the primacy effect in which the first impression of a person overshadows the assessment of their further behaviour. Its opposite is the recency effect: the last information on a person influences the evaluation of previous data. Early stereotyping (primacy) or easy remembering (recency) are among the mechanisms that underlie these modes of information processing. Although some experiments suggest that recency is more influential than primacy (e.g. Betz et al., 1992), it is questionable whether such findings can be generalized to real-life assessments.

Leniency and Stringency

These errors refer to the tendency to make relatively positive (leniency) or negative (stringency, severity) assessments. For example, somebody who is rather intelligent would be judged to be even more intelligent by a lenient rater but less intelligent by a stringent one. Leniency seems to be more frequent than stringency (Guilford, 1954). It may partially reflect tendencies toward social desirability, harmony, or other dispositions. Assessors who score high in self-monitoring tend to deliver more lenient ratings. Similarly, leniency correlates negatively with conscientiousness and positively with agreeableness (Bernardin et al., 2000). Nonetheless, other studies question the view that leniency is primarily due to personality dispositions. Situational and relational factors must also be taken into account.

Central Tendency

Leniency and stringency go along with polarizations between extreme judgements. In contrast, other assessors tend to produce scores in the middle range. Sometimes, this may express a lack of differentiated information on a person. In other cases, it involves indifferent perceptions or a general ambivalence or insecurity in the assessor.

Contrast and Projection Effects

Biases may also result from comparisons between a person’s behaviour and the assessor’s own dispositions. A contrast error is when the assessor attributes characteristics at the opposite pole to his self-perception; a projection effect when he evaluates a person as being similar to himself. Both tendencies relate to self-awareness and self-presentation processes in the assessor. For example, persons with behavioural problems may rate others higher on the same dimensions. Whereas projection errors can contribute to self-worth by reinforcing social comparability, contrast effects can serve a similar function by protecting the assessor’s individuality.

Interactional Biases

Assessors’ biases not only influence their own information processing but also how persons behave in the assessment situation. Although the assessor’s age, gender, ethnicity, role, status, or institutional affiliation may have such effects (Hagenaars & Heinen, 1982), these should not be viewed as biases. Interactional biases refer to influences that derive from the assessor’s information processing. One example is the self-fulfilling prophecy of positive expectations, although the typical Rosenthal effect has not been replicated sufficiently (Elashoff & Snow, 1972). In the practice of psychological assessment, even minor biases can have an effect (e.g. slightly nodding the head or providing other nonverbal reinforcements based on halo or leniency effects). Unstructured interviews are particularly vulnerable to biases derived from assessor’s attitudes and expectations. Hyman et al. (1975) distinguishes three forms: (a) **Attitude-structure expectations** refer to the belief that the attitudes of the respondent are unified. They resemble the halo effect and may reinforce uniform reactions. (b) **Role expectations** relate to the respondent’s membership of a certain group. These stereotypes can result in assessor behaviour that triggers prototypical reactions in the respondent. (c) **Probability expectations** refer to the base rates of diagnostic characteristics in the respective population. They can lead to assessor behaviour that tries to confirm these specific assumptions. Other interactive biases contribute to missing data. For example, projection or contrast effects may lead an interviewer to evaluate a question as being
extremely difficult or intimate. This can reduce emphasis and thus lead to more incomplete or ‘don’t know’ answers. On the other hand, a very stringent assessor may elicit similar effects through behaviour that reduces the respondent’s willingness to cooperate.

Overall, the impact of such interviewer biases seems to be small or not well-investigated (Hagenaars & Heinen, 1982). Probably, the more an assessor complies with professional standards and is not socially involved, the fewer biases will occur (Hyman, 1975).

DIFFERENTIAL ISSUES

Rater- versus Dyad-Specific Biases

Assessor’s biases contain both rater-specific and dyad-specific components (Hyot & Kerns, 1999). In the former, the error variance is attributable to the assessor alone (e.g. a rater who generally tends to leniency when judging coworkers). In the latter, it is due to a specific relation between the assessor and the assessee (e.g. a teacher who judges a difficult student more negatively than he should). Rater-specific biases are a minor problem when only one assessor compares individuals on one dimension, because the error is the same across all judgements. It becomes more problematic when there are several assessors with different biases. The same holds for complex assessments by a single assessor who confounds specific information due to a halo effect.

Dyad-specific biases seem to be more powerful. Because they are less general, they are also more difficult to detect and correct. Neither rater-specific nor dyad-specific biases need to be stable. They may fluctuate over time and situations according to current influences such as emotional state, task involvement, or organizational factors.

Moderating Factors

The magnitude of biases also depends on what information is gathered. Their impact is relatively small (4% of variance) when ratings are based on explicit and objective criteria such as behaviour frequencies (Hyot & Kerns, 1999). However, it is much stronger (47% of variance) when assessors rate global trait characteristics. Training of assessors is another important moderator. When they are well-trained, less than 10% of variance is attributable to assessor’s biases, but with minimal training, these sources may account for over 50% (Hyot & Kerns, 1999). Furthermore, rater agreement varies according to the observed behaviour samples. If assessors refer to different samples, they will agree less. However, as mentioned before, such interrater differences may indicate true variance rather than biases (reliability-validity trade-off; Scullen et al., 2000). For example, employees behave differently with their bosses than with their colleagues.

DETECTING AND REDUCING ASSESSOR’S BIASES

The valid assessment of an assessor’s biases is a prerequisite for intervention. Unfortunately, there is little systematic and practice-oriented research on this issue.

One strategy is to reconstruct the errors from the assessor’s judgements. If he rated specific dimensions in various persons and other assessors did the same, inter- and intrarater comparisons are possible. Different frequency distributions, means, variances, and correlations between variables may indicate halo, leniency, extremity, or other errors. However, as mentioned above, this is only possible when assessors work on the same samples of data. Another strategy is to compare the individual judgements with objective data structures. Brunswik’s lense model can be used to compare regression weights between the respective data and both the assessor’s judgement and an objective criterion. For example, a teacher may place too much weight on verbal intelligence in predicting student achievement. Similarly, configurational analyses can be used to detect biases in nonlinear data structures.

Such reconstructions require a great deal of analogue data and judgements. If these are not available, one can try to assess directly what goes on in the assessor’s mind (e.g. by the method of thinking aloud or analysing subjective theories by using structure-placing or repertory grid techniques). However, it is questionable how far these approaches can detect automatized and unconscious mental processes. Verbal ambiguities and social desirability effects must also be expected.

Assessor’s biases may further be reduced through supervision by neutral experts or team feedback.
sessions. These approaches are most common in clinical contexts but can also be applied in other fields of psychological assessment.

Last, but not least, assessor’s biases can be reduced by a systematic organization and quality management of the whole assessment process. This includes, for example, standardized procedures, detailed behavioural indicators of categories, intensive training of assessors, random-routine check of assessment quality, re-analysable data registration (e.g. video recordings), adequate time-spacing of judgements, techniques that enhance systematic comparisons (e.g. in pairs vs. ratings), the clear distinction between data description and interpretation, and explicit rules for data integration.

CONCLUSION AND FUTURE PERSPECTIVES

Assessor’s biases are important sources of error variance. Although these biases cannot be eliminated completely in the human process of assessment, they can be reduced substantially. For example, this is possible by following the Guidelines for the Assessment Process recently proposed by a Task Force of the European Association of Psychological Assessment (Fernández-Ballesteros et al., 2001).
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issue throughout the lifespan. In adulthood, attachment representations shape the way adults feel about the strains and stresses of intimate relationships, including parent–child relationships, and the way in which the self in relation to important others is evaluated. Attachment theory is a special branch of Darwinian evolution theory, and the need to become attached to a protective conspecific is considered one of the primary needs in the human species. Attachment theory is built upon the assumption that children come to this world with an inborn inclination to show attachment behaviour – and this inclination would have had survival value, or better: would increase ‘inclusive fitness’ – in the environment in which human evolution originally took place. Because of its ethological basis, assessment of attachment implies careful and systematic observations of verbal and non-verbal behaviour.

ASSESSMENT OF ATTACHMENT IN INFANTS

Attachment to a protective caregiver helps the infant to regulate his or her negative emotions in times of stress and distress, and to be able to explore the environment even if it is somewhat frightening. The idea that children seek a balance between the need for proximity to an attachment figure and the need to explore the wider environment is fundamental to the various attachment measures, such as the Strange Situation procedure (SSP; Ainsworth et al. 1978) and the Attachment Q-Set (AQS; Vaughn & Waters, 1990) (see Table 1). Ainsworth and her colleagues observed one-year-old infants with their mothers in a standardized stressful separation procedure, and used the reactions of the infants to their reunion with the caregiver after a brief separation to assess the amount of trust the children had in the accessibility of their attachment figure.

The SSP consists of eight episodes, of which the last seven ideally take three minutes. Each episode can however be curtailed when the infant starts crying. Episode One begins when the experimenter leads caregiver and child into an unfamiliar playroom. Episode Two is spent by the caregiver together with the child in the playroom. In Episode Three an unfamiliar adult (the ‘stranger’) enters the room and after a while starts to play with the infant. Episode Four starts when the caregiver departs, and the infant is left with the stranger. In Episode Five the caregiver returns, and the stranger unobtrusively leaves the room immediately after reunion. Episode Six starts when the caregiver leaves again: the infant is alone in the room. In Episode Seven the stranger returns. In Episode Eight the caregiver and the infant are reunited once again, and the stranger leaves unobtrusively immediately after reunion.

The Strange Situation procedure has been used with mothers, fathers, and other caregivers. Infants usually are between 12 and 24 months of age. For pre-schoolers, the same SSP is used, but the rating system for classifying the children is different and still is in the process of validation (Cassidy & Marvin, 1992). On the basis of infants’ reactions to the reunion with the caregiver, three patterns of attachment can be distinguished. Infants who actively seek proximity to their caregivers upon reunion, communicate their feelings of stress and distress openly, and then readily return to exploration are classified as secure (B) in their attachment to that caregiver. Infants who seem not distressed, and ignore or avoid the caregiver following reunion are classified as insecure-avoidant (A). Infants who combine strong proximity seeking and contact maintaining with contact resistance, or remain inconsolable, without being able to return to play and explore the environment, are classified insecure-ambivalent (C).

An overview of all American studies with non-clinical samples (21 samples with a total of 1584 infants, studies conducted in the years 1977–1990) shows that about 67% of the infants are classified secure, 21% are classified as insecure-avoidant, and 12% are classified insecure-ambivalent (Van IJzendoorn, Goldberg, Kroonenberg, & Frenkel, 1992). The Strange Situation classifications have been demonstrated to be valid. For example, secure infants have

Table 1. Attachment measures

<table>
<thead>
<tr>
<th>Attachment measure</th>
<th>12–24 months</th>
<th>24–48 months</th>
<th>12 years and older</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strange Situation</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attachment Q Sort</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Adult Attachment Interview</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>
more sensitive parents than insecure infants (in 66 studies with more than 4000 infants, DeWolff & van IJzendoorn, 1997). Furthermore, secure infants have more satisfactory peer relations, and they develop better language skills (Cassidy & Shaver, 1999). The SSP also shows discriminant validity in comparison with temperament. One of the most powerful demonstrations of the absence of a causal link between attachment and temperament is the lack of correspondence between a child’s attachment relationship to his or her mother, and the same child’s relationship to his or her father.

The concept of ‘disorganized’ attachment emerged from the systematic inspection of about 200 cases from various samples that were difficult to classify in one of the three organized attachment categories (Main & Solomon, 1986). In particular in studies on maltreated infants, the limits of the traditional Ainsworth et al. (1978) coding system became apparent because many children with an established background of abuse or neglect nevertheless had to be forced into the secure category. Common denominator of the anomalous cases appeared to be the (sometimes momentary) absence of an organized strategy to deal with the stress of the SSP. Disorganized attachment can be described as the breakdown of an otherwise consistent and organized strategy of emotion regulation. Whether secure or insecure, every child may show disorganization of attachment depending on the earlier child-rearing experiences. Maltreating parents are supposed to create disorganized attachment in their infants because they confront their infants with a pervasive paradox: they are potentially the only source of comfort for their children, whereas at the same time they frighten their children through their unpredictable abusive behaviour. Disorganization of attachment occurs in about 15% of non-clinical cases, where associations with parental unresolved loss have been found, and it is considered a major risk factor in the development of child psychopathology.

ATTACHMENT IN TODDLERS AND PRESCHOOLERS

Although the SSP has become remarkably popular and successful, it has been a drawback that attachment research was almost exclusively dependent on a single procedure for the measurement of attachment. Waters and his co-workers introduced another method for assessing attachment security in infants and toddlers, i.e. the Attachment Q-Sort (AQS). The AQS consists of 90 cards. On each card a specific behavioural characteristic of children between 12 and 48 months of age is described. The cards can be used as a standard vocabulary to describe the behaviour of a child in the natural home-setting, with special emphasis on secure-base behaviour (Vaughn & Waters, 1990). After several hours of observation the observer ranks the cards into nine piles from ‘most descriptive of the subject’ to ‘least descriptive of the subject’. The number of cards that can be put in each pile is fixed, i.e. 10 cards in each pile. By comparing the resulting Q-sort with the behavioural profile of a ‘prototypically secure’ child as provided by several experts in the field of attachment theory, a score for attachment security can be derived.

The AQS has some advantages over the SSP. First, it can be used for a broader age range (12–48 months) than the SSP. Moreover, AQS scores for attachment security are based on observation of the child’s secure-base behaviour in the home and may therefore have higher ecological validity. Furthermore, because the application of the AQS does not require the artificial induction of stress used in the SSP, the method can be applied in cultures and populations in which standard application of the SSP has proved to be somewhat complicated. Because the AQS is less intrusive than the SSP, it may be used more frequently with the same child, for example in repeated measures designs, in interventions studies, and in studies on children’s attachment networks. Lastly, the application of the AQS in divergent cultures or populations may be attuned to the specific prototypical secure-base behaviour of the children from those backgrounds.

When the AQS is sorted by a trained observer it shows an impressive predictive validity. In particular, the observer AQS is strongly correlated with sensitive responsiveness. At the same time, it should be noted that the association between observer AQS security and SSP security is rather modest (Van IJzendoorn, Vereijken, & Riksen-Walraven, in press). The AQS and the SSP may therefore not measure the same construct, or they may be indexing different dimensions of the...
same construct. Support for the validity of the AQS as sorted by the mother is less convincing. The association between the mother AQS and the SSP is disappointingly weak, and the instrument surprisingly shows a stronger association with temperament (van IJzendoorn et al., in press). Mothers of insecure children may lack the observational skills that are necessary for an unbiased registration of secure-base behaviours in their children.

In this contribution three assessment procedures are discussed that play a central role in attachment theory and research. The Strange Situation Procedure (SSP; Ainsworth et al., 1978) has been developed to assess attachment security of infants with their parents or other caregivers in a laboratory playroom. The Attachment Q Sort (AQS; Vaughn & Waters, 1990) is an instrument to observe secure-base behaviour and attachment security in children from 12–48 months at home. The Adult Attachment Interview (AAI; Main, Kaplan, & Cassidy, 1985) is a semi-structured interview with a coding system (Main & Goldwyn, 1994) to assess adolescent and adult mental representations of attachment. We start with a brief discussion of the theoretical background of these assessment tools.

ASSESSMENT OF ATTACHMENT IN ADOLESCENCE AND ADULTHOOD

Attachment experiences are supposed to become crystallized into an internal working model or representation of attachment (Bowlby, 1984), which Main, Kaplan, and Cassidy defined as ‘a set of rules for the organisation of information relevant to attachment and for obtaining or limiting access to that information’ (1985, pp. 66–67). They developed an interview-based method of classifying a parent’s mental representation of attachment, the Adult Attachment Interview (AAI). The AAI is a semi-structured interview that probes alternately for general descriptions of attachment relationships, specific supportive or contradicting memories, and descriptions of the current relationship with one’s parents. The interview can be administered to parents, professional caregivers, and older adolescents, and stimulates respondents to both retrieve attachment-related autobiographical memories and evaluate these memories from their current perspective. For example, subjects are asked, which five adjectives describe their childhood relationship with each parent, and what concrete memories or experiences led them to choose each adjective.

The AAI lasts about an hour and is transcribed verbatim. Interview transcripts are rated for security of attachment as derived from the subjects’ present discussion of their attachment biographies (Hesse, 1999). The coding of the interviews is not based primarily on reported events in childhood, but rather on the coherency with which the adult is able to describe and evaluate these childhood experiences and their effects. The interview, therefore, does not assess the actual quality of childhood attachment relationships, and a secure representation of attachment is not incompatible with an insecure attachment history throughout childhood. This is a major difference with questionnaires that ask for descriptions of the relationship with parents or parent’s parenting, in which descriptions of childhood experiences are decisive and taken for granted. Instead, the AAI takes into account that retrospection is not necessarily reliable, and that repression and idealization do take place. Hesse (1999) has suggested that the central task presented to the subject is that of producing and reflecting upon attachment-related memories while simultaneously maintaining coherent discourse with the interviewer.

The coding system of the AAI (Main & Goldwyn, 1994) includes scales for inferred childhood experiences with parents (e.g. loving, rejecting, role-reversing) and scales for state of mind with respect to attachment (e.g. anger, idealization, insistence on lack of recall, coherency). The scale scores for state of mind are of overriding importance when it comes to classification of an interview, in one out of three main categories. Autonomous or secure adults are able to describe their attachment-related experiences coherently, whether these experiences were negative (e.g. parental rejection or overinvolvement) or positive. They tend to value attachment relationships and to consider them important for their own personality. Dismissing adults tend to devalue the importance of attachment experiences for their own lives or to idealize their parents without being able to illustrate their positive evaluations with concrete events demonstrating secure interaction. They often appeal to lack of memory of childhood
Preoccupied adults are still very much involved and preoccupied with their past attachment experiences and are therefore not able to describe them coherently. They may express anger or passivity when discussing current relationships with their parents. Dismissing and preoccupied adults are both considered insecure. Some adults indicate through their incoherent discussion of experiences of trauma (such as maltreatment, or the loss of an attachment figure) that they have not yet completed the process of mourning. They receive the additional classification Unresolved, which is superimposed on their main classification. In a meta-analysis on 33 studies, the distribution of non-clinical mothers was as follows: 24% dismissing, 58% autonomous, and 18% preoccupied mothers (Van IJzendoorn & Bakermans-Kranenburg, 1996). About 19% of the mothers were additionally classified as unresolved. Fathers and adolescents showed about the same distribution of AAI classifications. Clinical respondents, however, showed highly deviating distributions, with a strong overrepresentation of insecure attachment representations. Systematic relations between clinical diagnosis and type of insecurity could not be established.

The test–retest reliability of the AAI has been established in several studies, and the same is true of the AAI’s discriminant validity. AAI classifications turned out to be independent of respondents’ IQ, social desirability, temperament, and general autobiographical memory abilities (for a review, see Hesse, 1999). The predictive validity of the AAI has been thoroughly tested in a large number of studies in different countries, and the results can best be described by metaanalytic findings. First, the AAI appears to be predictive of parent’s sensitive responsiveness. Autonomous parents are more responsive to their child’s attachment signals and needs than insecure parents (Van IJzendoorn, 1995). Second, in several (cross-sectional as well as longitudinal) studies parents’ representations of attachment were related to the security of the parent–child attachment relationship as measured through the Strange Situation procedure. Autonomous parents tended to have secure children, dismissing parents had insecure-avoidant children, preoccupied parents had insecure-ambivalent children, and parents with unresolved loss or other trauma more often had disorganized children (Van IJzendoorn, 1995). In longitudinal studies covering the first 15 to 20 years of life, the infant SSP classifications have been found to predict the later AAI classifications when major changes in life circumstances were absent (Waters, Hamilton, & Weinfield, 2000).

CONCLUSIONS AND FUTURE PERSPECTIVES.

We conclude that the Strange Situation Procedure, the Attachment Q Sort, and the Adult Attachment Interview have proven to be invaluable tools for testing empirical hypotheses. They have helped to advance attachment theory far beyond Bowlby’s first draft some thirty years ago. During the past ten years or so, several other attachment measures have been developed, mostly based on the same construction principles that guided the development of the SSP, AQS, and AAI (Cassidy & Shaver, 1999). Some measures mirror the SSP and focus on attachment in pre-schoolers (The Preschool Assessment of Attachment), others involve projective techniques for preschoolers and older children, such as the SAT, drawings or photographs, or doll play. Other measures are adaptations of the AAI and cover younger (adolescent) age ranges or different representational dimensions (working model of the child; working model of caregiving). Self-report paper-and-pencil measures have been proposed for assessment of attachment in adolescence or adulthood, as well as interview measures for partner relationships. These alternative attachment measures are still in the process of validation, and do not yet present the psychometric qualities that SSP, AQS, and AAI have shown to possess (Cassidy & Shaver, 1999). In the near future, more data will become available on the reliability and validity of these promising measures. They may help to investigate attachment across the lifespan, in various contexts, populations, and cultures.
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PERSONALITY (GENERAL), EMOTIONS, MOTIVATION

INTRODUCTION

Attention involves being in a state of alertness, focusing on aspects of the environment that are deemed important for the task at hand, and shutting out irrelevant information. As the task demands change, attention involves the ability to flexibly shift focus to another target. Originally, attention was considered a unitary construct but currently it is conceptualized as a complex process involving (a) distributed neural systems, (b) perceptual, emotional, motivational and motor systems, as well as (c) links to multiple sources of environmental information.

Some commonly studied processes of attention include selecting, sustaining, and shifting. Selection refers to the ability to narrow the field of stimuli to which one attends for the purpose of enhanced processing. Sustained attention refers to the ability to maintain focus and alertness over time. Shifting refers to the ability to change focus of attention to suit one’s goals and needs.

Research has focused on visual or auditory attention, although environmental stimuli are perceived through other modalities as well (i.e. touch, smell, taste). In addition, research has focused on attention to the external environment rather than to the internal environment (thoughts...
and emotions) since the internal environment is less amenable to objective and reliable methods of assessment.

WHY IS IT IMPORTANT TO ASSESS ATTENTION?

Attention is central to the ability to function perceptually, cognitively and socially. For that reason it is important to have basic scientific understanding of attention processes and the psychological and environmental conditions that govern the development of attention and its deployment under specific circumstances. With such knowledge in hand, one can design environments that promote optimal attention to important characteristics in those settings.

In addition, it is important to assess attention so as to map out individual differences in the development and use of attention. These differences are mostly in the normal range but may also include deficits that are quite marked as seen in children diagnosed with Attention Deficit Disorder or in adults diagnosed with schizophrenia, depression or substance abuse problems. The assessment of attention is important for parents and teachers who detect difficulties in a child’s ability to focus attention and wish to have the child evaluated. Similarly, attention problems may be presented in adults who have suffered head injuries or stroke, and who would need to be evaluated to determine the seriousness of the deficits involved. Diagnosing such deficits is dependent on information about individual differences in attention and on the availability of appropriate assessment tools.

ASSESSMENT METHODS

Methods have been developed for the assessment of specific aspects of attention, including selective attention, sustained attention, and shifting attention. These methods include performance tests, mapping brain activity during performance of tasks and finally, rating scales. Table 1, lists commonly used performance tasks, the aspects of attention they assess and the contexts in which they are used (clinical or research). Additional information can be found in Barkley (1994). Other tests include Trenerry, Crosson and DeBoe’s Visual Search and Attention Test (VSAT), Miller’s California Computerized Assessment Package (CalCAP), Arthur, Barrett and Doverspike’s Auditory Selective Attention Test (ASAT), and The Gordon Diagnostic System. Table 2 lists commonly used scales for rating attention.

FUTURE DIRECTIONS

Deal with Issues Pertaining to Assessment for the Purpose of Increasing Knowledge about Specific Processes

There is a need to understand to what extent the processes outlined above are really independent rather than different manifestations of the same core. This calls for a more integrated understanding of attention and for the development of a basic assessment battery that could be used when people are referred with problems in attention.

Checking Ecological Validity

To what extent are the assessments telling something about functioning under some specific environmental conditions but don’t generalize to these processes as they operate in every-day, out of the lab environments? Questions remain about the extent to which it is possible to do well on all laboratory assessments but have problems in the every day context. Similarly, is it possible to function well in the everyday environment and yet have problems on laboratory assessments.

Developing an Attention Battery

The battery would need to be based on normative data and would need to have specified cut off lines between the normal range and problem range. Children would benefit from a routine assessment using such a battery in the same way that they benefit from routine examination of their hearing and vision. Systematically evaluating how children perform in terms of their attention is important since children may have deficits that they mask through idiosyncratic cognitive strategies or by working harder than what would normally be required.
<table>
<thead>
<tr>
<th>Process Assessment Name</th>
<th>Short Description</th>
<th>Assessed Behaviour</th>
<th>Contexts of Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Selective Attention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children’s checking Task</td>
<td>Symbol cancellation</td>
<td>Number targets identified; Number targets missed; Incorrect identifications</td>
<td>Research</td>
</tr>
<tr>
<td>Digit Symbol/Coding</td>
<td>Wechsler scales subtest</td>
<td>Timed task of correctly indicating which symbol corresponds to a number</td>
<td>Clinical Research</td>
</tr>
<tr>
<td>Stroop Colour-World Interference Test</td>
<td>Naming the ink colour of words that spell a colour different from the ink colour</td>
<td>Time to complete each portion; Number of correct responses</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>The Trail Making Test</td>
<td>Connecting letters and numbers placed randomly on a page</td>
<td>Time to complete each part; Number of errors</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>Children’s Embedded Figures Test</td>
<td>Identifying a target figure embedded among non-targets</td>
<td>Mean time to respond; Number of correct responses</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>Posner’s Visual-Spatial Selective Attention Test</td>
<td>Responding to targets presented to the left/right visual fields</td>
<td>Difference in reaction time in the presence of valid and invalid cues</td>
<td>Research</td>
</tr>
<tr>
<td>II. Sustained Attention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reaction Time Task(s)</td>
<td>Responding to simple target visual stimuli</td>
<td>Mean reaction time; Variability of response time</td>
<td>Research</td>
</tr>
<tr>
<td>Continuous Performance Test (CPT)</td>
<td>Responding to target stimuli and inhibiting response to on-target stimuli</td>
<td>Response time; Number correct responses; Errors of omission; Errors of commission</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>KABC Hand Movements</td>
<td>Imitating progressively longer sequences of skilled hand movements</td>
<td>Standard score of successful number of sequences</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>Section</td>
<td>Test Description</td>
<td>Outcome Measures</td>
<td>Context</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>III. Shifting</td>
<td><strong>Wisconsin Card Sorting Task</strong></td>
<td>% of correct; Number of categories achieved; Perseverative errors; Perseverative responses; Non-perseverative responses</td>
<td>Research Clinical</td>
</tr>
<tr>
<td></td>
<td>Sorting 128 cards containing sets of geometric designs – varying colour, form, number</td>
<td>Number of correct responses; Same behaviours as above</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Halstead-Reitan Neuropsych. Test Battery – Categories Test</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Choosing from 1 of 4 choices from a projected stimuli based on a principle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV. Numerical</td>
<td><strong>Digit Span</strong></td>
<td>Accurate memory for a specific string of numerical stimuli (forward &amp; backward) Correct solutions provided verbally</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>Mnemonic Attention</td>
<td><strong>Arithmetic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wechsler scales subtest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V. Physiological</td>
<td><strong>Electrodes placed on chest record the electrocardiogram (EKG)</strong></td>
<td>Decrements in heart rate reflect attention</td>
<td>Research Clinical</td>
</tr>
<tr>
<td>Heart Rate</td>
<td><strong>Cortical Electrophysiology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>processes</td>
<td><strong>Electrodes placed on scalp record the electroencephalograph (EEG)</strong></td>
<td>Large, slow waves indicate lapses in attention during sustained attention task Denser distribution indicates more active metabolism</td>
<td>Research</td>
</tr>
<tr>
<td></td>
<td><strong>Blood flow to brain regions is mapped by positron emission tomography (PET)</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CONCLUSIONS

Attention is central to cognitive and social functioning and has been the subject of scientific research for decades. It is regulated by neural, perceptual, emotional, motivational and motor systems and influenced by both internal and external stimuli. Because of its central and complex role in behaviour, there are many methods for assessing its various aspects. Despite the long history of interest in the topic, scientists are still working to achieve greater understanding of attention processes and on developing new assessment tools.
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INTRODUCTION

Evaluation is a fundamental reaction to any object of psychological significance (Jarvis & Petty, 1996; Osgood, Suci, & Tannenbaum, 1957). The present entry reviews some of the major techniques that have been developed to assess these evaluative reactions, or attitudes. A discussion of methods based on explicit evaluative responses – direct and inferred – is followed by a consideration of disguised and implicit assessment techniques. Emphasis is placed on questions of reliability, validity, and practicality.

EXPLICIT MEASURES OF ATTITUDE

Virtually any response can serve as an indicator of attitude toward an object so long as it is reliably associated with the respondent’s tendency to evaluate the object in question. In contrast to implicit responses, which cannot be easily controlled, explicit evaluative responses are under the conscious control of the respondent. Most explicit attitude measures either rely on direct attitudinal inquiries or infer the respondents’ evaluations from their expressions of beliefs about the attitude object.

Direct Evaluations

Single-item direct measures. Laboratory experiments and attitude surveys frequently use single items to obtain direct evaluations of the attitude object. Confronted with the item, ‘Do you approve of the way the President is doing his job?’ respondents may be asked to express their degree of approval on a five-point scale that
ranges from ‘approve very much’ to ‘disapprove very much’. Such single items can be remarkably good indicators, especially for well-formed attitudes toward familiar objects. They are sometimes found to have quite high levels of reliability and to correlate well with external criteria. For example, the single item, ‘I have high self-esteem’ (attitude toward the self), assessed on a five-point scale ranging from ‘not very true of me’ to ‘very true of me’, was found to have a test–retest reliability of 0.75 over a four-year period, compared to a reliability of 0.88 for the multi-item Rosenberg Self-Esteem Scale (Robins, Hendin, & Trzesniewski, 2001, Study 1). Moreover, the single- and multi-item measures correlated highly with each other, and they had comparable correlations with various external criteria (e.g. self-evaluation of physical attractiveness, extraversion, optimism, life satisfaction).

However, single items do not always exhibit such favourable psychometric properties. They often have low reliabilities and can suffer from limited construct validity. Many attitude objects are multidimensional and a single item can be ambiguous with respect to the intended dimension (e.g. ‘religion as an institution’ vs. ‘religious faith’). Furthermore, single items contain nuances of meaning that may inadvertently affect responses to attitudinal inquiries. An item inquiring whether the United States should allow public speech against democracy leads to different conclusions than one asking whether the United States should forbid such speech (see Schuman & Presser, 1981). In addition to such framing effects, research has revealed strong context effects in attitudinal surveys. Respondents tend to interpret a given item in light of the context created by previous questions. Thus, responses to questions about satisfaction with life in general and satisfaction with specific aspects of one’s life, such as one’s work or romantic relationship, are found to be influenced by the order in which these questions are asked (Schwarz, Strack, & Mai, 1991).

**Multi-item direct measures.** It is possible to raise the reliability of a direct attitude measure by increasing the number of questions asked. The Rosenberg Self-Esteem Scale (Rosenberg, 1965), for example, contains 10 items, each a direct inquiry into self-esteem (e.g. ‘I feel that I am a person of worth, at least on an equal basis with others’; ‘All in all, I am inclined to feel that I am a failure’). Coefficients of internal consistency and test–retest reliability for this measure are typically quite high (see Robinson, Shaver, & Wrightsman, 1991).

The most frequently employed multi-item direct measure of attitude, however, is the evaluative semantic differential (Osgood et al., 1957). Using large sets of seven-point bipolar adjective scales, Osgood and his associates discovered that evaluative reactions (i.e. attitudes) capture the most important dimension of any object’s connotative meaning. Consequently, it is possible to obtain a measure of attitude by asking respondents to rate any construct on a set of bipolar evaluative adjective scales, such as good–bad, harmful–beneficial, desirable–undesirable, pleasant–unpleasant, and useful–useless. When a sufficient number of such scales is used, the evaluative semantic differential is found to have very high internal consistency and temporal stability. One caveat with respect to the semantic differential has to do with possible ‘construct-scale interactions’. Although certain adjective pairs generally indicate evaluation, these adjectives can take on more specific denotative meaning in relation to particular attitude objects. Thus, the adjective pair sick–healthy usually reflects evaluation when rating people, but it may be a poor measure of evaluation when respondents are asked to judge the construct ‘mental patients’.

**Inferred Evaluations**

Although multi-item direct attitude measures exhibit high degrees of reliability, they do not address the problems raised by the multi-dimensionality of attitude objects, or by framing and context effects, problems that jeopardize the validity of direct evaluations. Several standard attitude-scaling methods, such as Thurstone and Likert scaling, avoid these difficulties by sampling a broad range of responses relevant to the attitude object and then inferring the common underlying evaluation. Whereas responses to items on a Thurstone scale are required to have a curvilinear relation to the overall attitude, the more common Likert method requires that item operation characteristics have a linear or at least monotonic shape (Green, 1954). In practice, an investigator using Likert’s method of summed
ratings (Likert, 1932) begins by constructing a large set of items, usually statements of belief, that are intuitively relevant for the attitude object. To illustrate, the following items are part of a Likert scale that was designed to assess attitudes toward illegal immigrants (Ommundsen & Larsen, 1997).

- Illegal aliens should not benefit from my tax dollars.
- There is enough room in this country for everyone.
- Illegal aliens are a nuisance to society.
- Illegal aliens should be eligible for welfare.
- Illegal aliens provide the United States with a valuable human resource.
- We should protect our country from illegal aliens as we would our own homes.

The investigators initially constructed 80 items of this kind. Selection of items that had high correlations with the total score yielded a final 30-item scale. Most Likert scales ask respondents to indicate their degree of agreement with each statement on a five-point scale *(strongly agree, agree, undecided, disagree, strongly disagree)*. Responses to negative items are reverse scored and the sum across all items constitutes the measure of attitude. The respondents' attitudes are thus *inferred* from their beliefs about the attitude object (see Fishbein & Ajzen, 1975).

By covering a broad range of issues relevant to the attitude object, multi-item belief-based scales can do justice to the multidimensional nature of the issue under consideration, avoiding the potential ambiguity of direct measures. Furthermore, by including many differently worded questions that appear in unsystematic order, they also avoid idiosyncratic framing and context effects. As a result, standard multi-item attitude scales tend to have high reliability and, in many applications, exhibit high degrees of predictive and construct validity (Ajzen, 1982). Collections of scales designed to assess social and political attitudes can be found in Robinson, Shaver, and Wrightsman (1991, 1999). The obvious disadvantage in comparison to direct attitude assessment lies in the increased time and effort required to develop multi-item inferred attitude scales and in the fact that such scales may not be suitable for large-scale telephone surveys.

### DISGUISED ATTITUDE MEASURES

Notwithstanding the psychometric advantages of inferred attitude measures over direct assessment techniques, all explicit measures – direct and inferred – are subject to response biases that may jeopardize their validity. The most serious of these biases is the tendency to respond to attitudinal inquiries in a socially desirable manner (Paulhus, 1991). This tendency is a particularly severe threat to validity when dealing with such socially sensitive issues as racism and sexism, or with potentially embarrassing topics, such as sexual behaviour or tax evasion. Various methods have been developed in attempts to overcome or at least alleviate social desirability responding.

One approach assumes that individuals differ in their tendency to provide socially desirable responses. Scales are available to assess a person's general tendency to respond in a socially desirable manner (see Paulhus, 1991), and these scales can be used to select attitude items that are relatively free of general social desirability influences or to statistically remove variance due to individual differences in social desirability responding. Unfortunately, this approach fails to identify socially desirable responses that are not part of a general tendency but rather are unique to a given topic or assessment context.

The problem of social desirability responding arises because the purpose of explicit attitude measures is readily apparent. Other approaches to this problem therefore attempt to reduce the measure's transparency or completely disguise its purpose. In measures of whites' attitudes toward African Americans, for example, item wording has changed over the years to accommodate the changing social climate. The ethnocentrism scale (Adorno, Frenkel-Brunswik, Levinson, & Sanford, 1950), used in the 1950s, contained such blatantly racist statements as, 'Manual labor and unskilled jobs seem to fit the Negro mentality and ability better than more skilled or responsible work'. About 15 years later, the Multifactor Racial Attitude Inventory (Woodmansee & Cook, 1967) employed more mildly worded items, such as, 'I would not take a Negro to eat with me in a restaurant where I was well known'. The most popular explicit attitude scale used today, the Modern Racism Scale...
(McConahay, Hardee, & Batts, 1981), is an attempt at a relatively nonreactive measure that captures the ambivalence many people experience with respect to African Americans: negative feelings that contrast with a desire to live up to ideals of equality and fairness. Among the items on this scale are, ‘It is easy to understand the anger of black people in America’ and ‘Blacks are getting too demanding in their push for equal rights’.

Although less blatant than earlier measures, the Modern Racism Scale is still quite transparent in its attempt to assess attitudes toward African Americans and is thus potentially subject to social desirability responding. The error-choice method (Hammond, 1948) was an early attempt to avoid social desirability responding by disguising the purpose of the measurement and exploiting the tendency of attitudes to bias responses without a person’s awareness. Respondents are asked to choose which of two apparently factual items, equidistant from the known state of affairs, is true (e.g. ‘25% of African Americans attend college’ versus ‘55% of African Americans attend college’). Choice of the low estimate may indicate a more negative attitude, but because the survey is presented as a fact quiz, participants will usually not be aware that their attitudes toward African Americans are being assessed and their responses may thus be uninfluenced by social desirability concerns.

**Implicit Measures of Attitude**

Perhaps the most effective way to avoid response biases associated with explicit attitude measures is not to obscure the test’s purpose but to observe evaluative responses over which respondents have little or no control.

**Bodily Responses**

A variety of physiological and other bodily responses have been considered as possible indicators of evaluation, including facial expressions, head movements, palmar sweat, heart rate, electrical skin conductance (GSR), and constriction and expansion of the pupil (see Petty & Cacioppo, 1983). By and large, measures of this kind have been found to have relatively low reliability and to be of questionable validity as measures of attitude. The most promising bodily response measure to date is the facial electromyogram (EMG), an electrical potential accompanying the contraction of muscle fibers. Subtle contractions of facial muscles during exposure to attitude-relevant stimuli appear to reveal underlying positive or negative affective states (Petty & Cacioppo, 1983). Relatively few studies have been conducted to test the validity of this method, but even if its validity is confirmed, the facial EMG requires extensive training and complex technology. It is thus not a very practical method for conducting large-scale attitude surveys, although it may be quite useful in a laboratory context.

In a related method, electrodes are attached to various sites and an attempt is made to persuade respondents that physiological responses are being measured and that these responses provide a reliable indication of their true attitudes. Even though no physiological measures are actually taken, respondents believing that their true attitudes are being read by the machine are expected to provide truthful answers to attitudinal inquiries (Jones & Sigall, 1971). Empirical evidence suggests that the ‘bogus pipeline’ method can indeed help to reduce response biases due to social desirability concerns (Quigley-Fernandez & Tedeschi, 1978). This method, however, again requires a fairly complex laboratory setup.

**Response Latency**

Somewhat more practical are methods that rely on response latencies to assess implicit attitudes because the time it takes to respond to an attitudinal inquiry can be assessed with relative ease. The most popular response-latency method is the Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998) which is based on the assumption that evaluative responses or judgements can be activated automatically, outside the respondent’s conscious awareness. Participants are asked to respond as quickly as possible to words that signify the attitude object and words with positive or negative valence. When measuring implicit attitudes toward African Americans, for example, the attitude object may be represented by first names recognized as belonging to white or black
Americans (e.g., ‘Josh’ vs. ‘Jamel’) and the valenced words by common positive or negative concepts (e.g., ‘health’ vs. ‘grief’). Instructions that require highly associated categories to share a response key tend to produce faster reactions than instructions that require less associated categories to share a response key. Prejudiced individuals would therefore be expected to respond more quickly to combinations of black names with negative words than to combinations of black names with positive words, and they should show the reverse pattern for white names. The discrepancy between the response latencies for the two situations is taken as a measure of implicit acceptance of the association between an attitude object and valenced attributes, thus providing an implicit measure of attitude.

An alternative procedure relies on sequential evaluative priming (Fazio, Jackson, Dunton, & Williams, 1995). Applied to the measurement of racial attitudes, photos of black and white faces may be presented as primes, followed by positive or negative target words. The participant is asked to judge the valence of each target word as quickly as possible. As in the IAT, a low response latency is taken as an indication of a strong association between the valenced word and the category (‘black’ or ‘white’) represented by the prime. Thus, if words with negative valence are judged more quickly when they follow a ‘black’ prime as compared to a ‘white’ prime, and when the opposite is true for positive words, it is taken as evidence for a negative attitude toward African Americans.

Response-latency measures have been used mainly in attempts to assess implicit racial and sexual stereotypes and prejudice. Test–retest reliabilities of implicit measures have been found to be of moderate magnitude (0.50 to 0.60) over a time span of one hour to three weeks (Kawakami & Dovidio, 2001); they tend to be virtually uncorrelated with corresponding explicit measures (Fazio et al., 1995; Greenwald et al., 1998; Kawakami & Dovidio, 2001), indicating that they indeed tap a different type of attitude; and they tend to reveal prejudice where explicit measures reveal little or none (e.g. Greenwald et al., 1998), suggesting that implicit measures may be subject to less social desirability bias than explicit measures. However, questions have been raised with respect to the predictive validity of implicit attitude measures. It has been suggested that low response latencies reflect commonly shared and automatically activated stereotypes, but that privately held, explicit beliefs in conflict with the implicit stereotype can override the automatic response in determining actual behaviour (Devine, 1989).

**FUTURE PERSPECTIVES AND CONCLUSIONS**

The great effort that has been invested over the years in the development of attitude measurement procedures attests to the centrality of the attitude construct in the social and behavioural sciences. Table 1 summarizes the different types of measures commonly employed in attitude research. Single items are often used with considerable success to assess evaluative reactions to attitude objects, but multi-item instruments that infer attitudes from a broad range of responses to the attitude object tend to yield measures of greater reliability and validity.

Implicit attitude measure hold out promise for overcoming people’s tendencies to respond in socially desirable ways to explicit attitudinal inquiries, especially when dealing with sensitive issues or with domains in which attitudes are conflicted or ambivalent. However, more work is needed to establish the conditions under which implicit attitude measures are better indicators of response dispositions than are explicit measures. It appears that implicit attitudes may be predictive of actual behaviour in ambiguous contexts where the relevance of an explicit...

<table>
<thead>
<tr>
<th>Table 1. Common Attitude Assessment Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Response type</strong></td>
</tr>
<tr>
<td>Explicit – direct</td>
</tr>
<tr>
<td>Single-item</td>
</tr>
<tr>
<td>Multi-item</td>
</tr>
<tr>
<td>Explicit – infrared</td>
</tr>
<tr>
<td>Disguised</td>
</tr>
<tr>
<td>Implicit</td>
</tr>
</tbody>
</table>
attitude is unrecognized or can be denied, but explicit attitudes may override implicit response tendencies when the relevance of the explicit attitude is readily apparent (see Fiske, 1998 for a discussion of these issues).
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**PERSONALITY (GENERAL), INTERESTS, EMOTIONS, ENVIRONMENTAL ATTITUDES AND VALUES.**
INTRODUCTION

Shortly after research on attribution theory blossomed, measures were developed to assess attributional style – the presence of cross-situational consistency in the types of attributions people make. Two approaches to measuring attributional style are reviewed here. The first involves global measures that assume attributional style broadly applies across a variety of situations (see Table 1 for a list of the most widely used measures of attributional style). These measures were developed to test predictions from the reformulated theory of learned helplessness depression (Abramson, Seligman, & Teasdale, 1978). The second approach involves more specific measures of attributional style. This approach emerged, in part, from critiques of the cross-situational consistency of the global measures. These measures assess attributional style in more limited contexts such as work, school, and relationships.

GLOBAL MEASURES OF ATTRIBUTIONAL STYLE

Dimensional Measures

Dimensional measures of attributional style require respondents to generate causes for hypothetical events and then to rate them along several attributional dimensions. The Attributional Style Questionnaire (ASQ; Peterson, Semmel, Von Baeyer, Abramson, Metalsky, & Seligman, 1982) is the most widely known. It contains 12 hypothetical events, half describing positive events (‘you meet a friend who compliments you on your appearance’) and half describing negative events (‘you go out on a date and it goes badly’). Events are further divided into an equal number of interpersonal and achievement contexts. The perceived cause of each event is rated along the dimensions of locus (due to the person or the situation), stability (likely or unlikely to occur again), and globality (limited in its influence or widespread) using seven-point scales. Scores can be computed for each dimension within positive and negative events. Factor analyses of the ASQ have supported the presence of distinct attributional styles for negative and positive events (Xenikou, Furnham, & McCarrey, 1997) although results presented by Cutrona, Russell, & Jones, 1985, indicate that each event on the ASQ represents its own factor. However, findings suggest that attributions for negative events are most strongly related to depression (Sweeney, Anderson, & Bailey, 1986). Scores can be further analysed within interpersonal and achievement contexts, a distinction that appears to be more relevant to positive than negative events.

The ASQ has proven to be a valid predictor of depression. People who make internal, stable, and

Table 1. Widely used measures of attributional style

<table>
<thead>
<tr>
<th>Global measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributional Style Questionnaire (ASQ; Peterson et al., 1982)</td>
</tr>
<tr>
<td>Attributional Style Assessment Test (ASAT; Anderson &amp; Riger, 1991).</td>
</tr>
<tr>
<td>Children’s Attributional Style Questionnaire (CASQ; Seligman et al., 1984)</td>
</tr>
<tr>
<td>Content Analysis of Verbatim Explanations (CAVE; Peterson, 1992)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intermediate measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic Attributional Style Questionnaire (AASQ; Peterson &amp; Barett, 1987)</td>
</tr>
<tr>
<td>Organizational Attributional Style Questionnaire (OASQ; Kent &amp; Martinko, 1995)</td>
</tr>
<tr>
<td>Relationship Attribution Measure (RAM; Bradbury &amp; Fincham, 1990)</td>
</tr>
</tbody>
</table>
global attributions for negative events tend to be more depressed. However, there are at least four problems with the ASQ. First, internal consistency for the ASQ ranges from adequate to low, especially for the locus dimension. A frequent solution is to combine the three dimensions into a single index to increase reliability, as the dimensions tend to correlate highly with one another. However, this creates a second problem one of interpretation. There are unique predictions for each attributional style dimension; using a composite score prevents valid tests of the model (Carver, 1989). Reivich (1995) advises researchers to analyse ASQ data in terms of both individual dimensions and composite scores. The third problem is also related; the ASQ does not assess the key attributional dimension of controllability. The few studies that included controllability consistently find that it is the most important attributional style dimension, whereas globality is the least important (e.g. Deuser & Anderson, 1995). The fourth problem concerns the affiliation versus achievement distinction; several of the ‘achievement’ items involve affiliative contexts. The Expanded Attributional Style Questionnaire (EASQ; Peterson & Villanova, 1988) uses an identical format to the ASQ and addresses the problem of low reliability by increasing the number of situations included in the measure. However, reliabilities remain modest and the other problems remain unresolved.

The third and fourth versions of the Attributional Style Assessment Test (ASAT-III and ASAT-IV) provide another dimensional assessment of attributional style (Anderson & Riger, 1991). These measures use a format similar to the ASQ but they incorporate a larger number of items (20 for the ASAT-III and 36 for the ASAT-IV), include the controllability dimension, and use success and failure items that mirror each other (e.g. ‘succeeded’ vs. ‘failed’ at coordinating an outing for a group of people...). The interpersonal versus noninterpersonal subsets of items are more clearly differentiated than the affiliation versus achievement items of the ASQ. Internal reliabilities at the subscale level tend to be weak to modest, in the 0.5–0.6 range; collapsing across situation types (e.g. ignoring the interpersonal vs. non-interpersonal distinction) yields somewhat larger alphas. These scales have successfully predicted depression, loneliness, and shyness as well as depressive-like motivational deficits in laboratory settings. Furthermore, this body of work has demonstrated the importance of assessing attributional styles separately for interpersonal and noninterpersonal situations. Finally, this work has shown substantial correlations between attributional styles for successful events and depression (and loneliness and shyness).

Several other dimensional measures of attributional style use the same basic approach as the ASQ and ASAT. The Balanced Attributional Style Questionnaire (BASQ; Feather & Tiggemann, 1984) uses a format similar to the ASQ but, like the ASAT, the positive and negative items mirror one another. The scales have moderate reliabilities and correlate with depression, self-esteem, and protestant work ethic. The Real Events Attributional Style Questionnaire (REASQ; Norman & Antaki, 1988) requires that respondents generate the positive and negative events for which they then make attributions. This may yield a better prediction of depression, but the loss of item standardization creates other problems.

**Forced-Choice Measures**

Forced-choice measures have respondents select a cause from a list of potential explanations. One benefit is that this method may more accurately mirror how people typically select a cause (i.e. without thinking about dimensions). Also, the types of causes in the list can be restricted to only those attributions of theoretical interest. Forced-choice measures also require less time to complete.

The ASAT-I and ASAT-II use this forced choice format. Respondents are provided with a number of hypothetical situations (20 for the ASAT-I and 36 for the ASAT-II). On the ASAT-I, the listed types of causes are strategy, ability, effort, personality traits, mood, and circumstances. ASAT-II includes only strategy, effort, and ability causes. The number of times a particular cause is selected is summed to create a measure of attributional style for that dimension. Kuder–Richardson (K-R 20) reliabilities for the subscales tend to be in the low to moderate range. Correlations with loneliness and depression have established the validity of these
scales in both U.S. and Mainland China college student populations (Anderson, 1999).

Measures For Children

The Children's Attributional Style Questionnaire (CASQ; Seligman et al., 1984) was developed to allow researchers to study attributional style in children ages 8–13. The CASQ includes 48 items divided equally between positive (‘You get an “A” on a test’) and negative events (‘You break a glass’). The scale uses both a forced choice and a dimensional approach. Respondents select between two possible causes for the event, and each option represents the presence or absence of one attribution dimension (for example, an internal or external cause). Attributions for each dimension are computed by summing the number of internal, stable, or global responses. Scores similar to the ASQ can then be computed. Internal consistency of the CASQ is low to adequate and improves when the separate dimensions are combined into a single composite.

Content Analysis Measure

The Content Analysis of Verbatim Explanations (CAVE; Peterson, 1992) technique assesses attributional style through a content analysis of an individual’s writing. This allows analysis of ecologically valid events without requiring the participant to complete a questionnaire. The CAVE can also be applied to historical data, and it has established the stability of attributional style over a 52-year period (Burns & Seligman, 1989). Coders first extract causal explanations from a text, then rate them along the dimensions of locus, stability, and globality. Inter-rater reliability for the CAVE technique is satisfactory, and internal consistency has been reported as low to adequate. More standard questionnaire measures of attributional style may be better predictors of depression, but the CAVE technique has proven useful when written content is all that is available.

Intermediate Measures of Attributional Style

Global measures of attributional style assume a high degree of cross-situational consistency in the types of attributions people make. However, several studies have questioned this assumption. Cutrona et al. (1985) found that the ASQ was a poor predictor of attributions for actual events, suggesting that situational factors may play a more important role in predicting attributions. Factor analyses by Cutrona et al. (1985) suggest that there is little cross-situational consistency in global measures of attributional style. Intermediate measures of attributional style address this problem by limiting the situations about which an explanatory style is being assessed. Increased specificity should increase the ability of such measures to predict actual attributions. The ASAT’s emphasis on four situation types (success/failure by interpersonal/noninterpersonal) is one approach to increasing specificity. Other research on this issue has been mixed, however (Henry & Campbell, 1995), suggesting that further work is needed to establish the appropriate level of specificity in attributional style measures.

Academic Settings

Two measures have been used to assess attributional style in academic settings. The Academic Attributional Style Questionnaire (AASQ; Peterson & Barett, 1987) uses the same format as the ASQ and contains descriptions of 12 negative events that occur in academic settings. The measure has demonstrated high internal consistency, and findings suggest that students who make internal, stable, and global attributions for negative events tend to do more poorly in classes. Henry and Campbell (1995) also developed a measure of attributional style for academic events. Their measure contains 20 items, equally divided between positive and negative events. The measure displayed adequate to good reliability and also predicted academic performance.

Work Settings

The Organizational Attributional Style Questionnaire (OASQ; Kent & Martinko, 1995) was developed to assess attributional style for negative events in a work setting. The format is similar to that of the ASQ, and the measure contains descriptions of 16 negative events that can occur in a work setting. After writing down an explanation for the event, respondents rate the
explanation along the dimensions of internal locus, external locus, stability, controllability, globality, and intentionality. The internal consistency for the scale is moderate to good.

**Relationships**

Several different types of intermediate attributional style measures have been developed for measuring attributions in the context of relationships. The *Relationship Attribution Measure* (RAM; Bradbury & Fincham, 1990) assesses the types of attributions people make for a spouse's negative behaviour. Respondents read a hypothetical negative action by their partner and rate the causes of that event along six dimensions: locus, stability, globality, and responsibility (intent, selfishness, and blame). Researchers can use either a four- or eight-item version. A composite of all attributional dimensions displays high internal consistency and predicts marital satisfaction. Partners who attribute negative partner behaviour to internal, stable, and global causes are more likely to be dissatisfied with the relationship. Fincham has also developed a version of the RAM for use with children to assess attributions for parent–child interactions. The *Children's Relationship Attribution Measure* (CRAM; Fincham, Beach, Arias, & Brody, 1998) uses a format similar to the RAM, and contains descriptions of two negative events.

**CONCLUSIONS**

**Future Research**

Measures of attributional style have generated several issues which require additional research. The first issue involves level of specificity. Many studies question the presence of a global attributional style, and it is not clear if intermediate measures provide a satisfying solution to this problem. Additional research is needed to resolve these issues. Furthermore, attributional style measures typically suffer from poor reliability. New measures need to be developed to address this shortcoming. Finally, more research is needed on the controllability dimension of attributional style and on the unique contributions of the various attributional dimensions.

**Using Attributional Style Measures**

There are numerous ways of measuring attributional style, each with particular strengths and weaknesses. In deciding which scale to use, the researcher needs to carefully consider the specific goals of the research project, and then pick the tool that best meets the needs of that project. The modest reliabilities of these scales suggests that considerable attention be paid to sample size and power.

**Notes**

1 The various ASAT scales, as well as Chinese versions of that ASAT-I, the Beck Depression Inventory, and the Revised UCLA loneliness scales, can be downloaded from the following web site: psych-server.iastate.edu/faculty/caa/Scales/Scales.html
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INTRODUCTION

Autobiography constitutes a critical resource for psychological assessment and yet a complex challenge to it. The essence of this challenge lies in the fact that autobiography can be seen as both a focus of assessment and a means of conducting it. Since autobiography does not lend itself to assessment by instruments or scales, the sections in this entry will focus on general issues associated with the defining, assessing, and researching of autobiography, as well as on future developments concerning it.

DEFINING AUTOBIOGRAPHY

Autobiography is a narrative accounting of a person’s life as interpreted or articulated by the person him or herself. It is a self-report by which a person expresses, explains, or explores his or her subjective experience over time. It thus represents a route to what it means and feels like to be that person, on the inside. Such a definition distinguishes immediately between autobiography and biography (an account of a life, presumably with greater objectivity, by someone else.) An equivalent term for autobiography would be life story. This can in turn be distinguished from life history, or indeed case history, which is an account of a life for specific purposes by, for example, a social worker or physician.

Starting from this basic definition, autobiography can be categorized according to whether it is formal or informal. Though the distinction can be a fine one, formal autobiography means a deliberate and comparatively structured recounting of one’s
life with the express intention of summing it up to date or making a public statement concerning it. While the expression may take many forms, including poetry and sculpture, obvious examples range from a published memoir to a curriculum vita. Informal autobiography includes what one reveals about oneself in less intentional ways, through one’s speech, as in conversation or therapy, one’s words, as in letters or diaries, or one’s gestures and deeds. Behind both formal and informal autobiography lies one’s autobiographical memory, or the memory one has of one’s life as a whole (Rubin, 1996). However, insofar as such memory is internal to a person, assessments of its structure and possible impairments are impossible except as it is mediated by that person’s actions or words. In this entry, then, ‘autobiography’ means any autobiographical activity that has some mode of external expression.

Additional distinctions by which autobiography can be categorized – and assessed – are whether it is voluntary (spontaneous, self-directed) or involuntary (requested, assigned); intended for a public audience or for private reflection; partial (concerning a particular period or theme in one’s life) or complete (concerning one’s life as a whole); superficial or in-depth; and whether the cue prompting it is specific or general (for example, What was it like growing up blind? or simply Tell me about your life).

ASSESSING AUTOBIOGRAPHY

What is assessed from autobiographical activity, the method or instrument by which the assessment is carried out, and the theoretical perspective(s) in which the assessment is rooted, depend on the discipline or context that is involved.

Within the context of psychology, the most obvious example of this point is in relation to psychotherapy, and not least to the field of psychoanalysis. While the assessment and interpretation of autobiography constitute an integral source of information about an individual and about possible issues or themes on which the analysis can focus, the focus itself depends on the therapeutic perspective that is employed. Accordingly, it may be on, for example, a person’s self-concept; degree of introversion–extroversion; obvious omissions from the person’s self-report and their possible significance; evidence of self-deception or of specific disorders; and/or locus of control.

Within developmental psychology, the focus may be on one’s interpretation of life events; on one’s life-course trajectory; on the evolution of personal identity (McAdams, 1988); on guiding personal metaphors; on the relationship between life story and values or emotions; and on changes over time in the content and form of one’s self-report – or ‘the development of autobiography’ (Bruner, 1987). Within social psychology, sociology, and anthropology, the focus of assessment may be on the social constructedness of the self and on how ‘narrative practice’ (Holstein and Gubrium, 2000) concerning the self is portrayed and utilized. As conventions of self-talk and self-representation, or ‘forms of self-telling’ (Bruner, 1987), can vary profoundly by culture, language, gender, ethnicity, and class, they are necessarily of major concern in assessing differences in the accounts that individuals give of their lives.

Within cognitive science, the aim of assessment may be on the formation and function of one’s autobiographical memory and on its completeness, reliability, and accuracy – that is, the interplay between fact and fiction within autobiographical memory (Rubin, 1996), or between ‘historical truth’ and ‘narrative truth’ (Spence, 1982).

Within a healthcare context, autobiographical activity can convey invaluable information concerning a patient’s medical history, social networks and relationships, living conditions, and overall emotional and cognitive status. It can also provide a reference point for assessing differences between subjective and objective measures of physical health; and can assist in the detection and diagnosis of particular psychopathologies, including dementia.

Within the humanities, and specifically literary criticism, assessment of autobiographical activity may draw upon psychological or psychoanalytic theory to focus on the various functions, personal and social, that autobiography serves for the person who engages in it (LeJeune, 1989). In addition, it can focus on the narrative structure and integrity of particular autobiographical texts in terms of, for instance, plot, genre, theme, metaphor, point of view, and voice; on the role of language, and thus culture, in the formation and development of self-awareness and subjectivity; on the complex inter-relationships between
author, text, context, and audience (Olney, 1980); and on the philosophical and hermeneutical significance of being, at once, composer, narrator, editor, character, and reader in relation to one's own life story (Randall, 1995).

Finally, within gerontology, the study and assessment of autobiographical activity has perhaps a special significance insofar as gerontology is concerned with social and psychological development across the lifespan. Accordingly, the focus may overlap with that used in other disciplines and be on, for example, an individual's subjective experience of the ageing process, or biographical ageing; on the question of competence and of the relationship between person and environment (Svensson, 1996); and on the role played by autobiographical activity in relation to life review, generativity, spirituality, and preparing for death.

One particular method that uses autobiography in working with older adults – as a means not only of assessment but also of education, recreation, and (informal) therapy – is called ‘guided autobiography’ (Birren and Deutchman, 1991). In guided autobiography, persons write about their lives in relation to set themes – such as career, family, money, health, and love – and then share their writings with other individuals in a group setting. Such groups have been shown to be successful for those involved in increasing their sense of self-understanding and of personal integration.

In general, autobiographical activity in an advanced age can be assessed and utilized in terms of numerous functions that it can be said to serve:

- identifying and honouring key turning-points during one's life-course
- coming to grips with past resentments and negative feelings
- setting the record straight
- finding meaning amid life’s struggles and challenges
- seeking answers to personal issues
- reviewing one’s life to attain a sense of peace
- leaving a unique legacy of experience and wisdom

It should be noted, though, that autobiographical activity can serve many of the above functions at any point throughout the lifespan, and not only in later life.

RESEARCHING AUTOBIOGRAPHY

From a research perspective, it would be valuable to examine the development of autobiography using qualitative methods within a longitudinal design. Of course, the very nature of autobiography leads us to treat it as ‘longitudinal’, since it provides a good characterization of how a person perceives his or her past in light of what life is like today and is expected to be like tomorrow, or in the future. However, such data represents not the past as it was at the time it occurred – not the ‘true story’ – but the past as perceived at the time it is recounted, and as portrayed to a particular audience. Of central interest in research on autobiography, then, would be how people’s perception of their lives change, or remain stable, as they age, and what changes occur in both the selection of events that they recount and the angle or tone from which those events are interpreted and told.

One possible design is to ask people at age 60, for example, to tell about their lives at 60, at age 70 to tell about life at 70, and so on. This would enable an assessment of the degree of change or stability in the content of their autobiographies as they grow older. Similarly, asking people at 70 to tell about life at 60, and at 80 to tell about life at 70 (and 60), would permit an assessment of change and stability in people’s perspectives on both their age and the ageing process. Finally, having people at 60 tell about their entire lifespan, at 70 the same, and so on, would provide a picture of the relative change and stability in their perspectives on the content and significance of their lives as a whole. Overall, such a design would permit a better understanding of how people perceive, represent, and interpret their lives at different stages.

FUTURE PERSPECTIVES

In the future, due to rapid social change, there will probably be a more pronounced need and use of autobiography as a means for individuals to evaluate, understand, and integrate their lives, if not as a continuous process, then at different intervals over the lifespan. From a research perspective, there will most probably be a greater focus on using autobiographical data in longitudinal studies, especially of older persons, to
gain a sense of change and stability in their inner experiences of the ageing process.

Though it presents many issues for consideration, autobiography constitutes a valuable tool in several disciplines for assessing people’s perceptions of their lives. In many ways, however, it has not yet been fully exploited as a qualitative method, especially in longitudinal research. As a complement to various tests and measures, it merits greater use in order to provide a fuller description and a richer understanding of the process of human life.
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types of attributes:

1. Categorical attributes, such as item content, cognitive level, format, answer key, and item author. This type of attribute implies a discrete classification of the pool, that is, a partition with classes of items containing the same attribute.

2. Quantitative attributes, such as item parameter estimates, expected response time, previous exposure rate, and word counts. This type of attribute is a value on a variable or parameter that, for all practical purposes, is to be considered as continuous.

3. Logical attributes, which imply relations among subsets of items in the pool, mostly relations of inclusion or exclusion. A relation of inclusions exists if an item has to be presented with other items in the pool because they share a stem or the description of a case. A relation of exclusion exists if items cannot be in the same test form, for instance, because some of them clue the correct answer to the others.

In addition to item attributes, it is useful to introduce the notion of test attributes. A test attribute is defined as a (function on the) distribution of item attributes (van der Linden, 2000a). Examples of test attributes are: the distribution of item content or $p$-values in a test, its information function, the number of items with a gender orientation, and its (classical) reliability. A test can now be defined as a set of items from a pool that meets a list of specifications with respect to its attributes.

An important distinction is between test specifications formulated as constraints and as objective functions:

1. A specification is a constraint if it requires a test attribute to meet an upper limit, lower limit, or equality.

2. A specification is an objective function if it requires a test attribute to take a minimum or maximum value.

The standard format of a test assembly problem is illustrated by the following example of a classical test assembly problem:

Maximize test reliability
subject to

1. Number of items on knowledge of facts smaller than 15;

2. Number of items on application equal to 20;

3. All items four response alternatives;

4. Number of items with graphics at least 10;

5. Total number of items equal to 50;

6. No items with more than 150 words;

7. All item difficulties larger than 0.40;

8. All item difficulties smaller than 0.60;

9. All item discrimination indices larger than 0.30;

10. Item 73 and 98 not together in the test.

When translating test specifications into constraints, each constraint is required to have a simple form. For example, though it seems convenient to combine Constraint 7 and 8 into a ‘single’ constraint (‘All item difficulties between 0.40–0.60’), such a step would obscure the total number of constraints actually involved in the problem. Also, for each problem only one objective function can be optimized at a time. If we have more functions, optimizing one of them automatically gives a suboptimal solution for the others. Finally, exchanging objective functions and constraints does not sometimes have too much effect. For example, we can replace the objective function in the above example by one in which the test is constrained to have reliability close to an educated guess of its optimum value and replace Constraint 7 and 8 by an objective function that minimizes the distances between the item difficulties and a target value of 0.50. In large-scale testing programs, test assembly problems in a standard format can easily have more than 200 constraints. For a more complete introduction to item and test attributes, test specifications, and rules for translating specifications into objective functions and constraints, see van der Linden (in preparation; Chapter 2).

A mathematical solution to test assembly problems becomes possible if the objective function and constraints are modelled using variables for the decision to select the items in the test. Let index $i = 1, \ldots, I$ denote the items in the pool. The most commonly used decision variables are binary variables $x_i$, where $x_i = 1$ denotes the selection of item $i$ and $x_i = 0$ otherwise. (Other types of variables are sometimes necessary though; see (Section Some Applications).
A few examples of constraints modelled in terms of decision variables are:

1. Constraint 2 in the above example is a constraint with respect to a categorical attribute. If \( V_a \) denotes the set of indices of the items with the attribute Application, the constraint can be modelled as:

\[
\sum_{i \in V_a} x_i = 20.
\] (1)

2. Constraint 7 is an example of a constraint with respect to a quantitative attribute. If \( p_i \) denotes the \( p \)-value of item \( i \), it can be modelled as:

\[
p_i x_i \leq 1, \quad i = 1, \ldots, I.
\] (2)

3. Constraint 10 is a logical constraint. It can be modelled as:

\[
x_{73} + x_{98} \leq 1.
\] (3)

All these constraints are linear equalities or inequalities in the decision variables. The feature holds nearly universally for all test specifications used in practice. A simple recipe to check if constraints are modelled correctly is to substitute trial values for the decision variables and determine the truth-value of the constraint. Examples of objective functions modelled in terms of decision variables are given in the section on Applications, below.

**SOLVING TEST ASSEMBLY PROBLEMS**

Mathematical optimization problems with a linear objective function and linear constraints belong to the domain of Linear Programming (LP). The first to see the applicability of LP to test assembly were Feuerman and Weiss (1973) and Votaw (1952). If the decision variables are binary, the problem is known as a 0–1 LP problem. For a general introduction to these optimization techniques, see Nemhauser and Wolsey (1988) or Wagner (1972).

Once a test assembly problem has been modelled as a 0–1 LP problem, a solution can easily be found by solving the model for optimal values of the decision variables using one of the algorithms available from the literature. Although 0–1 LP problems are known to be NP-hard, that is, to have solutions that cannot generally be found in a time bounded by a polynomial in the size of the problem, current technology has reached a level of sophistication that allows us to find exact solutions to problems with 1000–2000 variables and hundreds of constraints within seconds. Sometimes, test assembly models have the special structure of a network-flow programming problem. For such structures solutions to problems of virtually unlimited size can be calculated within a second (for examples, see Armstrong, Jones, & Wang, 1995). A very efficient general-purpose LP software package is CPLEX 6.5 (ILOG, 2000). A dedicated software package that helps test assemblers to define their problem and then translates the problem into an LP model is ConTEST (Timminga, van der Linden, & Schweizer, 1996).

An alternative to model-based test assembly is test assembly based on a heuristic. Test assembly heuristics are computer algorithms that assemble a test in a sequential fashion, that is, by selecting one item at a time. They do so using an item-selection criterion designed to meet the test specifications. Because of their sequential nature, heuristics are generally fast. However, steps early in the sequential process cannot be undone later, and heuristics produce solutions that are not optimal. Another difference between the two approaches becomes manifest if a new class of test assembly problems has to be addressed. In an LP approach, the problem only has to be modelled and the model can be solved immediately by the algorithms and the software already available, whereas in a heuristic approach a new item-selection criterion and computer algorithm have to be developed and checked for the quality of their solutions. Examples of test assembly heuristics proven to be useful are given in Luecht (1998) and Swanson and Stocking (1993).

**SOME APPLICATIONS**

**Target Information Function**

The practice to assemble a test to meet a target for its information function was introduced in Birnbaum's (1968) pioneering work on
IRT-based test assembly. Theunissen (1985) was the first to realize that the problem can be solved using 0–1 LP, provided the information function is required to meet the target, \( T(\theta) \), only in a series of discrete points, \( \theta_k, k = 1, \ldots, K \). Uniform approximation of the test information function to a series of target values is possible through a maximin approach (van der Linden & Boekkooi-Timminga, 1989). In this approach, test information is required to be in intervals about the target values, \( \left( T(\theta_k) + y, T(\theta_k) - y \right) \), and the objective function minimizes the common size of the intervals. Formally, the model is

\[
\begin{align*}
\text{minimize } y \\
\text{subject to } \\
\sum_{i=1}^{I} I_i(\theta_k) x_i - T(\theta_k) \leq y, & \quad k = 1, \ldots, K, \\
\sum_{i=1}^{I} I_i(\theta_k) x_i - T(\theta_k) \geq -y, & \quad k = 1, \ldots, K,
\end{align*}
\]

where \( y \) is a real-valued decision variable with optimal value to be calculated by the algorithm. (LP problems with both integer and real-valued variables are known as mixed integer programming problems.) Of course, these equations should be extended with a set of constraints to meet the content specifications for the test.

An empirical example for a pool of 753 items from the Law School Admission Test (LSAT) is given in Figure 1. The test length was set at 75 items. (The actual LSAT is longer because it duplicates one of its sections.) In all, a 0–1 LP model with 804 variables and 276 constraints was needed to assemble the test to deal with all specifications (including an item-set structure of some of the sections; see Section Tests with Itemsets). The test information function had to approximate the target at five values. Figure 1 shows both the information function of the test assembled and the full target.

\section*{Multiple Test Forms}

If examinees are allowed to take tests at different sessions, tests are often assembled as sets of parallel forms. The best result is obtained if such sets are assembled simultaneously. If they are assembled sequentially, the value of the objective functions of each next form can be expected to be worse than those of its predecessors. Multiple test forms can be assembled simultaneously if the following modifications are introduced:

1. The decision variables are replaced by variables \( x_{ifs} \), with value 1 if item \( i \) is assigned to form \( f = 1, \ldots, F \) and value 0 otherwise.
2. Constraints are added to the model to guarantee that each item is assigned to no more than one form:

\[
\sum_{f=1}^{F} x_{ifs} \leq 1, \quad i = 1, \ldots, I
\]

For the same LSAT item pool, Figure 2 shows the information functions of three parallel forms assembled to meet the same target as in Figure 1. For more on this application as well as methods to deal with large multiple-form assembly problems, see van der Linden and Adema (1998).

\section*{Tests with Item Sets}

Tests with item sets are popular because they allow for the testing of knowledge or skills using the same case for more than one item. Often, the item pool has more items per set than needed in the test. Let \( s = 1, \ldots, S \) denote the item sets in the pool, \( i_s = 1, \ldots, I_s \) the items in set \( s \), and \( n_s \) the
number of items required from set \( s \) if it is selected to be in the test.

Tests with item sets can be assembled if the following modifications are introduced:

1. In addition to decision variable for the items, 0–1 variables \( z_s \) for the selection of set \( s \) are introduced.
2. Constraints are added to the model that both coordinate the selection of item and sets and guarantee the correct number of items in each selected set:

\[
\sum_{i 
\in t_s} x_{i} - n_s Z_s = 0, \quad s = 1, \ldots, S.
\]

The LSAT form assembled for Figure 1 had an item-set structure for some of its sections. For other empirical examples and approaches to assembling tests with item sets, see van der Linden (2000a).

Other Applications

The above applications illustrate only a few of the options made possible by 0–1 LP test assembly. Other options include: (1) classical test assembly, with Cronbach’s alpha represented by a combination of an objective function and a constraint; (2) assembly of tests required to match a given test form item by item; (3) assembly of tests measuring a multidimensional ability; (4) assembly of multiple test forms that differ systematically, for example, a set of subtests for a multi-stage testing system or testlets for testlet-based computerized adaptive testing (CAT); (5) assembly of tests with observed scores equated to those on a previous version of the test. A recent review of these and other applications is given in van der Linden (1998; in preparation).

FUTURE PERSPECTIVES

Though the development of computerized adaptive testing (CAT) was mainly motivated by statistical considerations, real-life CAT systems have to meet a host of nonstatistical specifications as well. A recent development is the use 0–1 LP test assembly to introduce nonstatistical constraints in CAT (van der Linden, 2000b). The technique is applied through the assembly of a shadow test prior to the selection of the next item for an examinee. Shadow tests are tests that: (1) contain all items already assembled; (2) meet all constraints that have to be imposed on the adaptive test; and (3) have maximum information at the last update of the ability estimator. The item actually administered is the most informative item in the shadow test not administered to the examinee yet. Because after each update of the ability estimate the shadow test is re-assembled, the adaptive test is maximally informative. An addition, because each shadow test meets all necessary constraints, the adaptive test does.

Even though automated test assembly guarantees the best test from the pool, the result may be of low quality if the item pool is poor. In the parlance of 0–1 LP test assembly, the most important constraint imposed on the assembly of the test may be the poor composition of the item pool. It is therefore expected that an important future activity will be the development of methods to design item pools better targeted towards the tests to be assembled from them. A first attempt at optimal item pool design is given in van der Linden, Veldkamp and Reese (2000). A key notion in their approach is the one of a design space for the item pool. This space is defined as the Cartesian product of all statistical and nonstatistical item attributes involved in the specifications for the tests from the pool. (This operation may require discretization of quantitative attributes.) A point in this space identifies a possible item in the pool. The technique of integer programming is then used to calculate an optimal
blueprint of the item pool from the specifications for the tests the pool has to serve. The blueprint specifies the optimal number of items required for each point in the design space.

CONCLUSION

Over the last decade several models and algorithms for automated test assembly have been developed. Automated assembly is now possible for almost every type of test and every set of specifications. This development seems timely because automated test assembly is the key to any form of computer-based testing and the current expectations about the improvements in the practice of testing that have become possible by the introduction of computers in testing are high.
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